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Performance engineering: enabling
petascale science

Petascale computing is about delivering
performance to scientists

Maximizing performance PERI addresses this challenge
IS getting harder in three ways
e Systems are more complicated e Model and predict
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SciDAC-2
Performance Engineering
Research Institute (PERI)
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Engaging SciDAC software developers

Application survey Application liaisons Tiger teams

e Collect data on e Long-term partnerships e Focus on DOE’s
SciDAC-2 and I_NQITE between PERI highest priorities:
code characteristics researchers and SciDAC-2, INCITE,
and performance scientific code teams JOULE
requirements

: e Currently working e Currently building

e Use data to determine actively with 7 teams models to estimate
PERI engagement and tracking needs of 6 performance at scale
activities and to direct others and on new

PERI research architectures

http://icl.cs.utk.edu/peri/
Parallel Ocean Program
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Performance modeling

[&)]

Modeling is critical for
automation of tuning

e Guidance to the developer
— New algorithms, systems, etc.

Recent progress

e Need to know where to focus effort

— Where are the bottlenecks?

e Need to know when we are done
— How fast should we expect to go?

e Predictions for new systems

Statistical techniques to
extrapolate application scaling
performance from smaller runs

Technology to capture load-
balance information at scale

Capability to model MPI
communication patterns within
modeling assertions framework

Open-source network simulator
for modeling MPI performance

Capability to explore performance
iImpact of decomposition mapping
strategies

Modeling efforts contribute to procurements

and other activities beyond PERI automatic tuning
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Automatic performance tuning of
scientific code

e Long-term goals for PERI

— Obtain hand-tuned performance from automatically generated
code for scientific applications

e General loop nests

e Key application kernels

— Reduce the performance portability challenge facing
computational scientists

e Adapt quickly to new architectures

— Integrate compiler-based and empirical search tools into a
framework accessible to application developers

— Run-time adaptation of performance-critical parameters
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Automatic tuning flowchart

2: Semantic
analysis

3: Transformation

4: Code
generation

5: Code selection

6: Assembly

7: Training runs

8: Run-time
adaptation
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Automatic tuning examples

Cholesky factorization on Intel Clovertown Two kernels (SpMV, Stencil) and one
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Contact

Patrick H. Worley

Computational Earth Sciences Group
Computer Science and Mathematics Division
(865) 574-3128

worleyph@ornl.gov
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Office of Advanced Scientific Computing Research
DOE Office of Science
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