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Introduction

- PAPI has provided a consistent programming interface
for performance counter hardware

« PAPI-C extends that interface to multiple performance counter
domains

* Interesting performance phenomenon can be measured
throughout high performance computing systems:

— File systems
— Network fabrics
— System health characteristics

* PAPI-C can provide the interface between user level
performance tools and low level performance measurements

* Third parties can develop PAPI-C components for specialized
hardware

mel INIVERSITYof
icLdur  ENESSEE
I N\IO\IATIVE Department of Electrical Engineering
COMPUTING LABORATORY and Computer Science




Monolithic “PAPI Classic”

Low-Level High-Level
User API User API

Portable hardware- are linked with

independent code low-level libraries
and hardware- and drivers to form

specific code... PAP| PORTABLE LAYER a monolithic library

PAPI HARDWARE-SPECIFIC
LAYER

Kernel Extension
Operating System

Performance Counter Hardware
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Component PAPI

Low-Level High-Level
User API User API

A CPU
component is
always present

PAPI FRAMEWORK

Developer API Developer API Developer API
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File system components: Lustre

* Measures data collected in: /proc!.../stats
and: /proc/.../read_ahead_stats

Hits
misses

readpage not consecutive
miss inside window
failed grab_cache page
failed lock match

read but discarded

zZzero size window
read-ahead to EOF

hit max r-a issue

631592284

9467662
931757
81301
5621647
2135855
2089608
6136494
160554
25610

* Snippet of available native events for Lustre:

0x44000002
0x44000003
0x44000004
0x44000005
0x44000006
0x44000007

fastfs llread

fastfs llwrite
fastfs wrong readahead
work llread

work llwrite

work wrong readahead

| bytes
| bytes
| bytes
| bytes
| bytes
| bytes

read on this lustre client

written on this lustre client

read but discarded due to readahead
read on this lustre client

written on this lustre client

read but discarded due to readahead
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System health components: Im-sensors

* Access computer health monitoring sensors,
exposed by Im_sensors library

- User can closely monitor the system’s hardware health
— Observe feedback between performance and environmental conditions

* Available features and monitored events depend on hardware
setup

* Snippet of available native events for Im-sensors:

0x4c000000 LM SENSORS.max1617-i2c-0-18.templ.templ input
0x4c000001 LM SENSORS.max1617-i2c-0-18.templ. templ max
0x4c000002 LM SENSORS.max1617-i2c-0-18.templ.templ min

0x4c000049 LM SENSORS.w83793-i2c-0-2f.fanl.fanl input
0x4c00004a LM SENSORS.w83793-i2c-0-2f.fanl.fanl min
0x4c00004b LM SENSORS.w83793-i2c-0-2f.fanl.fanl alarm
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Im-sensors component example

libsensors version 3.1.1

Fan Speed on Intel Nehalem (Core i7)
7000
EGOOO‘
£ 5000 SHHHAHHHH T
B 4000 -
‘§3ooo ®fan3
§2000‘ fan2
L 1000 T H L 1l ®fani
L nu nunan
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380 400 420 440 460 480 500
Iterations

(2)

CPU Temperature on Nehalem (Core i7)

~*Temp_cpu
55 -®Temp_cpu2
—*—upper limit

Temperature (C°)

45 . . - . . . . . . . - . . . . : . . . . . . - . . .
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380 400 420 440 460 480 500
(b) Iterations
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Network components: InfiniBand

- Measures everything that is provided by the libibmad:
- Errors, bytes, packets, local IDs (LID), global IDs (GID),

etc.

- ibmad library provides low-layer IB functions for use by
the IB diagnostic and management programs, including
MAD, SA, SMP, and other basic IB functions

* Snippet of available native events on a machine with 2
IB devices, mthca0 and mthca1:

0x44000000
0x44000001
0x44000002
0x44000003

mthcaO_l_recv
mthcaO_l_send
mthcal_l_recv

mthcal_l_send

bytes received on this IB port
bytes written to this IB port
bytes received on this IB port

bytes written to this IB port
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InfiniBand component results
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InfiniBand events measured over time
(via Vampir linked with PAPI)

W Ffile Edit Chart Filter Window Help

Ervknee3d

Function Summary
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0s 10s s All Processes, Accumulated Exclusive Time per Function
H 40s 30s 20s 10s Os
Process 0 MPI_Recv -
Process 1 MPI_Ssend
135577 s write
185.07 ms | MPI_Init
<100 ms |sync time
<100 ms |fread
<10 ms {read
<10 ms |fopen
<10 ms | MPI_Barrier -
; i & v
Process 0, Values of Counter "bytes written to this IB port" over Time i —————  Camakaicatinc Matrie W
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Run Pingpong 5x: send 1,000,000
integers 1000x (theor: ~19 GB)

IB Counter
resolution
In Vampir:

1 sec




Conclusion and future directions

« Component PAPI provides performance
measurement beyond the CPU

* Increasing CPU speeds and densities places
greater importance on

— Thermal health and management
— Power consumption

» Higher processor counts make communication
metrics more critical (bandwidth, latency, how
many bytes transferred)

- Third parties can develop and contribute
specialized components

* User-level performance tools can access
multiple components with a common interface
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Contact

Dan Terpstra

UTK Innovative Computing Laboratory
terpstra@eecs.utk.edu
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