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NCCS network roadmap

• 2010

– Demonstrated 243 GB/s with Lustre file system

– Deployed WAN optimized data transfer nodes

– Deployed network and infrastructure to support CMRS

• 2011

– Evaluate IB/Ethernet gateways for HPSS

– 10 Gig line rate firewall

– Enhance 10 GB WAN monitoring and security capabilities

Summary:  Continuous improvement projects in both high-speed wide-area 

connectivity and ultra-high-speed local-area data movement are finding and 

fixing bottlenecks to meet the data management demands of groundbreaking 

scientific simulations
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NCCS network roadmap summary
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NCCS –

CMRS Network
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CMRS WAN
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NCCS WAN

• ORNL has redundant 
10GE connections to 
the ESnet hub in 
Nashville and the 
local ESnet router 
that serves the 
Oak Ridge area 

• The local ESnet
router has an 
OC-48 to the 
ESnet Atlanta hub 

• Additional external 10GE peerings include the Southern CrossRoads in 
Atlanta, the University of TN, the Teragrid in Chicago, ESnet SDN in 
Nashville, and redundant dedicated circuits to NOAA in Atlanta and Chicago

• With the exception of the local ESnet peering, all wide-area circuits are 
supported on the ORNL-owned and -managed optical infrastructure
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2010 NCCS network
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Late 2010: Deploy new 10 Gig infrastructure

April–September 2010: Deployed CMRS network and infrastructure

Late 2010: Evaluate and procure 10 Gig line rate firewalls

2010 milestones

March–April 2010: Deployed Earth Science Grid server
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Spring 2011: Deploy 10 GB line rate firewall for infrastructure

Spring 2011: Deploy packet/flow analysis system with six 10 Gb ports

Summer 2011: Deploy 10 GB infrastructure capable of future 40/100 Gb

Late calendar year 2011: Upgrade network infrastructure to support HPSS 
systems transferring 6 GB/s to 24 GB/s

2011 milestones
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(865) 241-5562
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