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Goal: Create an information-sharing and knowledge
system in the Southeast, leveraging work from
the SensorNet program
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SensorNet is
ORNL’s research in
sensor network
interoperability,
infrastructure, and
application models

Technology
development

System
prototype

SensorNet is an
initiative that ORNL
is undertaking with
the Open Geospatial
Consortium, NIST,
IEEE, and others to
define the set of
international and
open standards for
sensor network
interoperability

System
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SensorNet is the
“middleware” that
ORNL is developing
as a reference
implementation of the
SensorNet
interoperability
standards. This
middleware enables
an adaptive, flexible,
and pervasive
“web” to interconnect
sensors, data, and
applications. The
development
contributes to the
SensorNet
Implementation Guide

architect

System
development

SensorNet is the
integration of
ORNL’s middleware
with commercial
hardware, sensors,
decision support
software,
communications,
and databases to
produce an end-to-
end system

SensorNet

» Bragg experimental
SensorNet test bed

* Memphis operational
SensorNet test bed

* Snaps
* Snhaps commercial
* Sniffer

+ Watt Road weigh
station test bed

* SETCP

* SRRPP

* Shelby County
* KIFC

* NOC




Interoperability-based design

Many sensors Many data sources Many applications
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Node sensor data — O&M over WFS; will examine SCS

Alerts — Currently WNS; probably change to SAS

Personnel alerts — Pager, email, etc.

Node management — Does auto configuration; will incorporate SensorML

Services

WFS Web Feature Service

SAS Sensor Alert Service, formerly
Web Alert Service

SPS  Sensor Planning Service

SOS Sensor Observation Service,

formerly Sensor Collection Service

WNS Web Notification Service

UDDI Universal Description, Discovery and
Integration

Encodings

O&M Observations & Measurements

SensorML  Sensor Model Language

CAP Common Alert Protocol
General

GIS  Geographic Information System
GUIl  Graphical User Interface

—» Data
——> Control
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OGF is an open community committed to driving the rapid evolution and adoption
of applied distributed computing. Applied distributed computing is critical to
developing new, innovative, and scalable applications and infrastructures that are
essential to productivity in the enterprise and within the science community

OGC members are specifying interoperability interfaces and metadata encodings
that enable real-time integration of heterogeneous sensor webs into the information
infrastructure

TRUST, or Team for Research in Ubiquitous Secure Technology, is a science and
technology center established by the National Science Foundation. TRUST brings
together the top universities in security research, is devoted to the development of
a new science and technology that will transform the ability of organizations
(software vendors, operators, local and federal agencies) to design, build, and
operate trustworthy information systems for our critical infrastructure

Developing a mobile sensor search algorithm comparing fixed versus mobile
sensor deployment

Developing an efficient source-location algorithm with the minimum number of
deployed sensors

Developing the technologies for tracking hazardous rail cargo, including
information architecture and railcar monitoring devices



Evolution, test, and improve
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Southeast weigh stations

The radiation interdiction process

Using all the components in concert provides the greatest
probability for detecting illegal radioactive material traveling within
the United States
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Seahawk RAD/NUC detection
program partners

- DOJ/ISEAHAWK

— Operational lead
— Funded first vehicle-based and marine-based systems

 South Carolina research authority/

Oak Ridge National Laboratory (NG CRA  ciobateoder i optd escrch snd commerctastion
— System integrators
— RAD/NUC detection experts OAK
* DHS office of grants and training/TSA RIDGE

National Laboratory

— Funded system development through grant with SCRA

- DHS/domestic nuclear detection office X% Homeland
— Provided training support R Security
— Participated in technical advisory board
— SE transportation corridor pilot




RAD/NUC detection architecture
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Information sharing and
knowledge discovery
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Open Geospatial Consortium, Inc. Team for Research in Ubiguitous Secure Technology National Laboratory

Leverage: NOC (DHS S&T)

/

State fusion State EOC
centers

Local/municipal Municipal

command center I EOC

First
responders

Leverage: SETCP (DNDO) Leverage: Port of Memphis (DHS grant)
Kentucky weigh stations (DHS grant) SNAPS (DHS grant)




Sensor fusion, cyber physical systems

IEEE MFI 2010: Cognitive Sensor Fusion
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BEST PAPER AWARD

"Cyber-Physical Trade-Offs in Distributed Detection Networks"

Nagi Rao, Jren-Chit Chin, David Yau, Chris Y. T. Ma
and Rabinder Madan

Presented
September 6, 2010
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Experimental results

» Radiation test source:

Cs-137 with 0.95 .Ci (microcurie) strength

« Measurements in range [140,170]
— Loosely synchronized: temporal independence

* Number of sensor traces: 18
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* MoE: Performance improves with number of
sensors

— Improved by factor of 4 with 10 sensors

compared to 3
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Testbed setup
Replicated at ORNL, Purdue, and UIUC

) 802116

Rad-CZT gamma ray d _h
counters from RFTrax e server |-ES
— RS485 iServer connection Radioson sansor [R5 iServer | Ethemet
to server SensorNet node —— [ L
Radiation Sensor iServer . o

ORNL SensorNet Node
Linux Fedora core and MySQL




Emulation testbed

« Difficult to test sources with “nonpractical” strengths
— Unsafe for human operation
— Significant cleanup efforts — decontamination

* Emulation

— Map “larger area” onto workbench:
meters < inches

r =S.T

emulated workbench

— Same measurements represent
higher source strength

a2
'Abmulated - Sf A\Norkbench

s, =100/2.54 =39.37

— 1472 uCi source emulated using
0.95 .Ci source
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Conclusions

* Rapid data transport to and from critical threat areas

* Pre-packaged data formats that are useful to consumers

e Ease of data integration from multiple sources into one portal
* GIS display of collective understanding

e Fully ‘distilled’ current ‘threat-condition’ information

* Seamless interface to secure data

Tower based “Auto-Eyes-On" from
wireless video Slew to Sensor Alert

GIS showing GPS locations of Sensors

Contact: ORNL UT-Batteie; HT Hunter; Hunterht@ornl.gov; 865-574-6297 Contact: ORNL UT-Battelle; HT Hunter; Hunterht@ormnl.gov: 865-574-6297




Kentucky Intelligence Fusion Center
collaboration with NOC and other
state fusion centers

» The Kentucky Information Fusion Center (KIFC) needs to share data and communicate with other state
fusion centers as well as the National Operations Center (NOC) and Jomt AnaIyS|s Center (JAC) in
Washington, DC e

 Data sharing services
— HazMat data
— Weigh station radiation data
— Video streams
« Communication
— Crisis management

— Situational awareness
 WebEOC
» Collaboration tools

fSouthern =

» Computerized documentation of interaction

 The KIFC will have a map of the surrounding states indicating the location of the fu3|on centers for
each state and NOC in Washington, DC

« The icon representing the fusion center location will be color coded to represent the crisis status of the
state or the communication status with that state

 The crisis status of the state will indicate the situation in that state
Normal operation (green) Radiation situation (red) Terrorist incident (blue)  Currently communicating
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