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Molecular Dynamics (MD) is a widely used technique for computational studies of biological and material systems. Key users of the National Center of
Computational Sciences (NCCS) Cray XT5 petaflops Supercomputer use MD codes to perform computational research on biological systems.
Consequently, it is important to understand the performance of these MD codes on the XT5. The goal is to compare performance profiles between
LAMMPS, SNAMD, and GROMACS MD codes. Rhodopsin Is the biological system used in these computational performance studies.
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