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Abstract Virtualization Methodology
A MapReduce architecture will be combined with virtualization to enable | Software can be executed within an environment called a virtual machine (VM) 1. Setup a Hadoop cluster, with each computer having a
safe analysis of potentially malicious software. MapReduce will be used | that simulates real hardware. The real machine’'s operating system (host) Windows virtual machine
to distribute data within a cluster. Each node in the cluster will have a | cooperates with the VM’'s operating system (guest). VMware Workstation, a | 2. Putthe files that are going to be analyzed in HDFS
virtual machine that runs programs to analyze malware. The results of | commercial virtualization platform, was used to analyze the data distributed by 3. Start the map: |
this analysis will facilitate malware analysis, classification, and detection. | Hadoop inside virtual machines. The VMware VIX APl was used in the map a. Mapper receives filename as a value |
function to control the VMs so operations like powering them on, and transferring b. System transters file to the virtual machine with VIX API
MapReduce data from and to the slaves could be done in the background without user c. Malware detection applications run when file is in the
- - interaction. The advantage of thi h is that the data will be analyzed i virtual machine
MapReduce is a framework for processing large data sets on a cluster. A | Nteraction. ihe advaniage or nis approach Is that the data will be analyzed in a
L , f : t In th that 3 VM b nfected. the infection i d. System passes result to the host
master node distributes and organizes work among a set of slave nodes | Sal€ environment. in ihe case that a ecomes Infecied, e Inrecuon 1S -
ol . . contained inside the virtual computer e. Mapper produces the result of the analysis as key and the
by splitting the data set and assigning the function the slave should use - name of the file as value
to transform the assigned data. Distributed work is done independently 4. Start the reduce: writes the results of the analysis to HDFS
and simultaneously to increase overall performance. Each Map function <: HDFS > 5. Display and analyze results
takes a key-value pair and produces a set of key-value pairs.
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MapReduce organizes the output of each Map function: it partitions the @93 ----------------------- ? :. Bad: filenames _~ By combining the VIX API with the Java Native Interface (JNI)
output by key, and then each block of the partition is transformed into a — and Hadoop, all the VMs in the cluster can be started in the
single pair, the key unique to the block and the collection of values. The e background and files can be transferred back and forth between
Reduce function transforms these new pairs into a final key-value pair. Slave | ; the slaves and the VMs inside them. A program that computes
k, filename; > | (mapper) | | |(Good, filename,) the MD5 checksum of the files stored in HDFS was used to test
Reduce(k’, { vy, v5.... V) = (k" 0" = LR i _ _
( "{ 1> 72 }) ( ‘ ) [ VM ] g the architecture. The analysis was performed successfully and
MapReduce’s parallel processing and distributed data architecture . the results were stored in HDFS, indicating that the architecture
provide the advantage of failure resistance and efficiency. The Slave v was completed successfully.
implementation used is Apache’s Hadoop. Master |<k filename,> | _(mapper) : (Good, filename,) | Slave | < Good, { filename(s) } >
> > (reducer)
Slave 1 Slave 2 Slave 3 VM FUtu re WOI’k
k1 ks k3 kg ks Ko  Perform deep malware analysis by adding malware detection
U1 U2 U3 Uy Us Y6 | methods like file header inspection and virus scanners to the
- - - - - i Slave . : Slave - VMs
Mapper Mapper Mapper <k, filename; > |  (mapper) (Bad, filenames) ’ < Bad, { filename(s) } > | |
1 T I I T 1 T I I > ™ > (reducer) « Change MapReduce input method to a catalog of files instead
k1 k] ks ks [P ET SRS % ki K of input directory
vh vy Uy vi | | va | (95| | v vh Vg * Manipulate data with XOR before copying to local file system
Mapper to add more security
* Return data to normal once inside the VMs
~< HDFS Slave(s)
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