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Exploration and Analysis Results and Conclusions

Unsupervised Supervised Fi_gure 3. Data Exploration: Finding
Learning Learning hidden knowledge from the data sefs.
Data clustering is a tool which aids the

Introduction

Data analysis can be divided in two major areas (exploratory or
confirmatory), but the key elements in both types of procedures are

This research analyzes and compares two clustering validity index
approaches the external and internal criterion; carrying out analyses

the natural grouping (clustering) or the goodness of the fit (validity). | T | data exploration process, and a of six external indexes and four internal indexes. A large scale of
Cluster is the organization of a collection of distributions, usually fej‘;:‘”f‘:"f of Pa_'ﬁf_f‘?”;”g TE data sel data-set was used, which replicate the k-means output (partition and
. . - q . - olse memova WItNout KNown prort information. . "

represented as a vector or a point in multidimensional space, into P cluster). The data set was evaluated using the metric based on

cluster based on similarity. Cluster Validation counting pairs “in parallel” finding a better complexity O(log n).
Clustering Process Using A process or technique of .. . .
Algorithms finding a set of data that best Intuitively, by observing the table 1 you can discern that the
Flat Clustering | falls into natural categories clustering nonhierarchical is the most popular. Thus, nonhierarchical

A set of clusters without any
explicit structure that would

s without any prior information is
called cluster validation.
Check
relate clusters to each other.
Two of the well-known flats Counting pairs of points are based Clustering Process
clustering algorithms are the k- hich tw lustering' — Output
means and Expectation- on  whic O clusterings may

maximization (EM). agree or disagree. The confusion In spite of, the research was concentrated on how to create novel
matrix Is the overlapping between Confusion Matrix clustering measures to assess the data. Moreover, to try to make
the pairs of points that can only fall possible flat indexes into hierarchical evaluations.

algorithms posses a major drawback. It is very common to find them
with a slower function in the running time of the algorithm. Yet, the
hierarchical algorithms contains a better complexity in forms of a
guadratic.

Figure 1. K-means: a nonhierarchical clustering and the most important flat clustering

algorithm. Also, k-means is represented by assigning each pattern to the closest cluster one of the four constraints: Counting Pairs Matrix
center. The main purpose of k-means is to classify the data. « 5SS Is the number of pairs of items J Figure 5. Parallel Counting Pairs Matrix Product: The figure depicts the 2-D Mesh.
: _ : belonging to the same cluster and | ) Cluster/Partiion | P | P’ : Cluster
The points belonging to the same cluster are given the same label. partition: Cueter Valdity Method Fig. 5 ¢ Tssls Fig.6 | =]
. . . . . . ! uster valdi etno oo |
The variety of techniques for representing data, measuring proximity + SD is the number of pairs belonging to / [P |[c f LA Lol L i‘"’
(similarity) between data-sets has produced the necessity of better the same clusterand different partition; B o | [P0 o | v | ¥ Parallel Computing ful
acceptance and evaluation measures of the obtained data clustering. * DS is the number of pairs belonging to Figure 4. Cluster Validity Check:  The y TP e © _[=[» A process in which many small ™|
a different cluster and the same pProcess thatdescribes the cluster validity . calculations can be carried out .
It is very important to understand the difference between clustering partition; check s used for the class criteria 2 |[r2][c2 e I i the same time “in parallel’ |
(unsupervised learning) and discriminant analysis (supervised + DD is the number of pairs belonging to (6Xemal) of comparing  clustering by \
: o counting pairs. Cutrain | 0 | ¥
a differentclusterand partition. c  [=]w

learning). In supervised learning a human imposes Iin the data; the
problem is to label a newly encountered. The clustering technique is
useful for several exploratory pattern analysis, grouping decision
making, and machine learning situation.
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Figure 6. Hierarchical Counting Pair: The figure depicts the hierarchical counting pair
evaluation in order to compare the measure of agreement.

Validation Indexes

In conclusion, some of the external validity indexes can be computed

123456789 0MNR2BMUIBBEIT1B19202223M425%67282930312D3 Validation Indexes Restriction C|u5tering o(*
’ Indexes HC RB Svs.q Method (") as soon as you compute the measure of agreement between the
Hierarchical Clustering T %@ =0 2 0 S + DD ' partition and the cluster from a hierarchical clustering technique.
Hierarchical clustering is based 225 ‘ o z 0 . 1| Rand (SS¥SD 1 DS+ DD) X[ X Flat O(n) Empowering, from the prevalent external, more novel ideas to
1 1 1 3. ] ] ] ] ] ]
sttﬁ?ﬂregfﬂa;}”iljgti':st:; 1 " s evaluate this very important hierarchical algorithms technique. By
flat clustering.  Hierarchical [a | lo o 2 |Jaccard (55 SD 1 DS) X|X Flat O(n) employing parallel computing into the flat index to evaluate the
clustering methods can be | | N o m c. hierarchical algorithm, the complexity prevails the same but it is
d in tw | cl JE. . . L
acglomerative or dvisver | 1 3 |Entropy ij B XX X Flat | 0(m) important to step-up the calculation running time.
i m There Is a need for developing quality measure that asses the quali
| 4 | Puri ’p X X Flat
Agglomerative 19 Divisive urity Z joan 2 O(n) of the partitioning quality and algorithm complexity. This will
Figure 2. Dendogram: Depicts seven patterns labeled 1,3,4,9,10,13,21,23,28 and 29 in contribute to the better usage of data mining techniques for the
three :*:."usters. A hferarc{?fc_af ffu‘gurfthm yfe."c{s a denafugram representing the nested (%)Ei—llzyﬂ%cfj_ e _ _ extraction of valid, interesting, and patterns knowledge.
grouping of patterns and similarity levels at which groupings change. o | CPCC Hierarchical|0(n”2)
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