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[ Introduction Resources and Hardware

Research Objectives

The Discrete Fourier Transform (DFT) decomposes a signal » Use OpenMP and CUDA to parallelize the computation of Intel Xeon E5530 NVIDIA Tesla C1060

in the time domain into its frequency components and can be multiple FFTs Cores 4 Cores 240
computed in O(N?) time . The Fast Fourier Transform (FFT) is _ . . . B 2.390hz Clock speed | 1.296GHz
an efficient algorithm that performs the DFT in O(Nlog,N) Pgrform FT computatlon {SINg MKL library of vectors Memory o L ENLET ol

. . . . . . with 4K samples in parallel using shared memory and Cache 8MB

time. Many fields such as digital signal processing, image

processing, and fluid dynamics employ this method. OpenMP on a multicore central processing unit (CPU)
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* Perform FFT computations in parallel using CUFFT
library on a graphics processing unit (GPU)

The FFT of several
vectors may require
a large amount of _
computation time.

FFT computation of AVAVA
multiple vectors can

be performed in parallel reducing the execution time and
allowing faster computations and applications that would be
much slower or impossible without parallelism.

» Gather and analyze performance results

 Execution time

» Speedup—speedup achieved with P threads 7(1)/ T(P)

* Intel Math Kernel Library
* NVIDIA CUFFT library
« PGl CUDA Fortran

* Efficiency—determines efficiency of P threads based on
the speedup and number of threads used 7(1)/( P-T(P) )

* NVIDIA Compute Visual
Profiler

» Gflops— billions of floating point operations per second * PGl Visual Fortran Compiler
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