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Jaguar: World’s most powerful Jaguar: World’s most powerful 
computer for open science computer for open science 

Peak performance 1.645 petaflops
System memory 362 terabytesSystem memory 362 terabytes
Disk space 10.7 petabytes
Disk bandwidth 240 gigabytes/second

 Just 41 days after assembly, the 150K-core Jaguar/Cray XT5 system:
 Had two real applications running over 1 PF

 DCA++ (1.35 PF): high temperature superconductivity
 LSMS WL (1 05 PF)  th d i  f ti  ti l LSMS-WL (1.05 PF): thermodynamics of magnetic nanoparticles
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American Recovery and American Recovery and 
Reinvestment Act (Recovery Act)Reinvestment Act (Recovery Act)( y )( y )

 Recovery Act ground rules
– Shovel ready, 
– Enhancing research infrastructure and supporting high-priority R&D, and 
– No out year mortgages 

R  A t P  ithi  DOE Recovery Act Process within DOE
– ASCR identified several potential projects
– SC reviewed SC-Programs list and developed SC-wide list.  
– SC priority list reviewed by Secretary Chu to develop Department of Energy 

proposal to OMB
 ASCR’s Recovery Act Projects ($154.9M)

– Advanced Networking Initiative  ($66.8M)
– Leadership Computing Facility Upgrades  ($19.9M)
– Advanced Computer Architectures ($5.2M)
– Magellan ($33M)
– SciDAC-e ($30M)
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Advanced Networking Initiative - $66.8M

 What it is:
– A research and development effort to establish a nation-wide demonstration prototype with 100gbps 

th h t bilitthroughput capability.
– Connecting four geographically dispersed sites including NERSC, ALCF, OLCF, and a peering point 

in NYC.
– A distributed testbed and associated research supporting advanced network research topics.pp g p
– All proposals were in hand and were peer reviewed.

 Why we are Funding it:
– Accelerate the commercial availability of the next generation of high-speed optical backbone.
– Explore the challenges and solutions for installing and operating a 100gbps optical backbone.
– Explore the challenges in leveraging the capabilities of a 100gbps infrastructure for end-to-end bulk 

file transfers at or near available bandwidth for addressing critical national problems (e.g., LHC full-
capacity, climate change modeling for IPCC AR5, etc.). p y, g g , )

 Expected Outcome 
– Research results that will help to inform ASCR initiatives in networking tools and middleware in FY 

2010 and beyond.
– Demonstrate the capabilities of 100gbps and map a strategy for an ESnet implementation.
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Magellan - $33M

 What it is:
– Magellan is a research and development effort to establish a nationwide scientific mid-range 

distributed computing and data analysis testbed. It will have two sites (NERSC and ALCF) with 
lti l  10’  f t fl  d lti l  t b t  f t   ll  i t  l d ft  multiple 10’s of teraflops and multiple petabytes of storage, as well as appropriate cloud software 

tuned for moderate concurrency.

 Why ASCR is Funding it:
– ASCR recently hosted a workshop (www.sc.doe.gov/ascr/ProgramDocuments/ProgDocs.html) to 

assess the role of mid-range computing in the Office of Science and revealed that computation 
continues to play an increasingly important role in enabling the Office of Science. Although it is not 
part of ASCR’s mission, midrange computing, and the associated data management play a vital 

d i  l  i  d i  i  i  di i li  h  it  i   i t t  bilit  and growing role in advancing science in disciplines where capacity is as important as capability. 
Magellan addresses the current challenges to provisioning sufficient resources in this critical area.

 Expected Outcome 
– Understand how clouds contribute to: 1) wall clock turn around time for results (i.e. does the 

Magellan cloud produce science results as fast or faster than a local clusters); and 2) ease of use 
(i.e. does the interface allow the job to be directed to different resources or split between resources 
without requiring additional input from the user). Both will be measured as compared to existing 
midrange resources in the Office of Science labs  These results will generate data for a cost benefit midrange resources in the Office of Science labs. These results will generate data for a cost-benefit 
analysis of various mid-range computing options for the Office of Science 

– Promote open interface specifications for clouds.
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OLCF Upgrade - $19.9M

 What it is:

– Replace 37,376 quad-core Barcelona processors with six-core Istanbul processors. 
• 70% performance boost for less than 20% of the original purchase price of the Cray XT5. Increases the clock 

f  f  2 3 GH   2 6 GH  l i  i   d  i i  f  4 i fl   12  i fl   0% frequency from 2.3 GHz to 2.6 GHz, resulting in a node increasing from 74 gigaflops to 125 gigaflops, a 70% 
increase in node peak performance and a 21 to 27% increase in node memory bandwidth.

• Increase L3 cache from 2MB to 6 MB.
• Increases the overall peak performance of the XT5 portion of Jaguar to 2.06 petaflops and of the combined 

XT4 and XT5 complex to 2.3 petaflops.
ff• Allows the memory controllers to run independently or in “unganged” mode to use memory more effectively, 

which increases the memory bandwidth while still allowing “chip kill” error correction to take place. This will 
further increase the effective memory bandwidth by as much as 7%.

• Use of HyperTransport-3 more than doubles the intranode bandwidth from 16 to 38.4 GB/s
• Improved power management features, including enhanced energy efficiency through a new processor sleep 

mode that allows the L2 data of a core to be accessed without waking the coremode that allows the L2 data of a core to be accessed without waking the core.

 Why ASCR is Funding it:
– In 2009, through DOE’s Innovative and Novel Computational Impact on Theory and Experiment (INCITE) program, the Leadership 

Computing Facility (LCF) at Oak Ridge allocated 470 million CPU-hours to 38 grand challenge projects from a pool of over 200 projects 
that had requested over 2.03 billion CPU-hours. 

 Expected Outcome:

– Increase performance of many applications by 1.5X per node.  For example:
• Materials/nano science: DCA++ will be 60% faster, LSMS will be 50% faster
• Turbulence and Combustion: DNS will be 50% faster, S3D will be 40% faster

W th  d Cli t  WRF ill b  50% f t  HOMME ( t h ) d POP ( ) ill b  50% d 10% f t  ti l• Weather and Climate: WRF will be 50% faster, HOMME (atmosphere) and POP (ocean) will be 50% and 10% faster, respectively
• Chemistry: MADNESS and NWChem will be at least 30% and 10% faster, respectively
• Fusion: GTC will be 33% faster and AORSA will be at least 10% faster6
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SciDAC-e - $30M

 What it is:
– One time stimulus of applied mathematics & computer science research efforts to establish 

computational foundation to advance the DOE mission across a wide range  including computational foundation to advance the DOE mission across a wide range, including 
developing renewable energy sources and developing smart grids.

 Why ASCR is Funding it:
The three (3) components of SciDAC e are wholly within the ASCR mission:– The three (3) components of SciDAC-e are wholly within the ASCR mission:

• Applied mathematics research to enable bigger, better and smarter electrical grids.
• Supplemental awards to SciDAC Centers and Institutes to support collaborative 

research with BES-supported Energy Frontier Research Centers to develop a high-
performance computing capability relevant to the goals of the EFRCperformance computing capability relevant to the goals of the EFRC

• Enhanced user support at NERSC, ALCF & OLCF for SciDAC-e and energy users 
awarded allocations through ASCR Leadership Computing Challenge allocation 
process; SciDAC-e summer school for training and experience with Leadership 
computing resources.

 Expected Outcome:
– Algorithms to simulate performance of electrical grids over a full range of 

operating conditions
– Provide software environment and intellectual resources to EFRCs to meet 

computational goals
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Advanced Architectures - $5.2M

 What it is:
– New effort to provide early access to DOE researchers of technologies emerging from 

IBM PERCS effort:
– Enhancement of UCB RAMP effort to provide focused effort on flexible simulations of 

performance of scientific applications on next generation microprocessors.
– Both proposals were in hand and were peer reviewed.

 Why we are Funding it:
– To  provide ASCR with a multiple-path approach to ensure that DOE’s computational 

d   t d i  th  t ti  f d d t  hit t  hi h needs are supported in the next generation of advanced computer architectures, which 
can provide the increases in computational capability necessary for addressing critical 
national problems (e.g., alternative energy strategies, climate change, and national 
security) will require fundamental breakthroughs. security) will require fundamental breakthroughs. 

 Expected Outcome 
– Research results that will help to inform ASCR initiatives in computer architecture in FY 

2010 and beyond.y
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ASCR Budget DetailsASCR Budget Details
FY 2009 

Appropriation
FY 2010 
Request

Change from
FY09  to
FY 10 

Advanced Scientific Computing Researchp g
Applied Mathematics 40,164 44,850 4,686
Computer Science 33,618 46,800 13,182
Computational Partnerships (includes SciDAC) 52,064 53,235 1,171
Next Generation Networking for Science 14,321 14,321 0
SBIR/STTR 4,038 4,586 548

Total, Mathematical, Computational, and Computer Sciences 
Research 144 205 163 792 +19 587Research 144,205 163,792 +19,587

High Performance Production Computing (NERSC) 54,790 55,000 210
Leadership Computing Facilities 115,000 130,000 15,000 
Research and Evaluation Prototypes 23 900 23 900 0Research and Evaluation Prototypes 23,900 23,900 0
High Performance Network Facilities and Testbeds (ESnet) 25,000 29,862 4,862

SBIR/STTR 5,925 6,446 521
High Performance Computing and Network Facilities 224,615 245,208 +20,593

9

g p g , , ,
Total, Advanced Scientific Computing Research 368,820 409,000 +40,180
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President’s FY2010 Budget RequestPresident’s FY2010 Budget Request
HighlightsHighlights

 Applied Math
– Cyber Security research moved from Next Generation Networking

Proposed ne  fello ship program in Applied Math and High performance – Proposed new fellowship program in Applied Math and High performance 
computer science  

 Computer Science
New effort in Advanced Computer Architecture design for science– New effort in Advanced Computer Architecture design for science

– Bridges efforts in advanced computer architecture design with ongoing 
efforts in computer science and applied mathematics to address needs of 
DOE science applicationsDOE science applications

 Computational Partnerships
– Support for interdisciplinary teams focused on transforming critical DOE 

applications for extreme scale computing  pp p g
 Facilities

– Increases support lease payments and site preparation at ANL for proposed 
upgrade

10

pg
– ESnet will begin to deliver 100-400 Gbps to SC laboratories 
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Addressing Future Addressing Future ChallengesChallenges
What ASCR is DoingWhat ASCR is Doing

 Evolution of computer architectures
• Advance Computing Architectures research
• Computer science research in fault tolerance, operating systems
• Joint Math/CS Institutes
• Research & Evaluation Prototypes

 Data Explosion
• Gathering SC program requirements
• Workshop on Math of Petascale datap
• Expansion of ESnet

 Enabling Science
• Support for pioneering/risk taking applicationsSupport for pioneering/risk taking applications
• Applied Mathematics research in multi-scale and complex systems
• Extreme Scale workshops led by other SC Program Offices
• Computational Needs workshops with DOE’s applied programs 
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Computational Needs workshops with DOE s applied programs 
• Upgrades to ASCR’s high performance and leadership class computing facilities
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Strategic PlanningStrategic Planning

Science and Discovery: Invest in science to achieve transformational discoveries.

ASCR’s Strategy:

Partnerships to 
drive new 

Basic research in 
algorithms and Collaboration with 

scientific partners in 

Science from concept to discovery

 Extreme scale workshops

drive new 
architectures software  to utilize 

machines
scientific partners in 
discovery science

– Three town hall workshops held April-June, 2007
– SC and Energy Program Offices held November, 2008- August, 2009

• BER: Challenges in Climate Change Science and the Role of Computing at the Extreme Scale
• HEP: Scientific Challenges for Understanding the Quantum Universe and the Role of Computing at the Extreme 

Scale
• NP: Forefront Questions in Nuclear Science and the Role of High Performance Computing
• FES: Scientific Grand Challenges in Fusion Energy Sciences and the Role of Computing at the Extreme Scale
• NE: Extreme Scale Computing Challenges in Nuclear Energy
• BER: Extreme Scale Computing Challenges in Biology
• BES: Extreme Scale Computing Challenges in Materials Science
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• BES: Extreme Scale Computing Challenges in Materials Science
– NNSA:  Science Grand Challenges, to be held October, 6-7, 2009, in Washington DC
– ASCR: Exascale Cross Cut Workshops in Computer Science, Applied Mathematics, and Advanced Architectures, TBD

Fall Creek Falls Conference, September 22, 2009



Benefits to SocietyBenefits to Society
A BeginningA Beginning

Understanding Parkinson’s Disease
A membrane embedded with alpha-synuclein rings

Modeling the full earth system
Simulated time evolution of the atmospheric CO2
concentration originating from the land’s surface

Developing low emissions engines Developing low-emissions engines 
Pratt & Whitney’s low-emission Geared TurbofanTM engine

Exploring alternative fuel sources
A i l ti  d l f li ll l  t  b tt  

Producing insights into burning plasma
3-dimensional simulations of plasma of superheated 
i i   i  th  ltibilli d ll  ITER f i  t

Predicting cardiac rhythm disorders  
2-dimensional sagittal cross-section of electrical 
activity (red corresponds to excited tissue and blue to 
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A simulation model of lignocellulose to better 
understand cellulose to ethanol conversion

ionic gas in the multibillion-dollar ITER fusion reactor activity (red corresponds to excited tissue and blue to 
tissue at rest) of canine ventricular anatomy.  
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