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Superconductivity - Zero resistance state

Discovery:
- Zero resistance state

H. Kamerlingh Onnes (1911)
Meissner-Ochsenfeld effect:
- Superconductors repel magnetic fields

Meissner & Ochsenfeld (1933)

Explanation:
- Bardeen-Cooper-Schrieffer theory (1957)

- BCS theory generally accepted in early 1970s
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BCS Theory - Fermions, Bosons and Cooper pairs

Fermions
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vibrations) glue 

fermions into 

Cooper pairs 

(boson-like)
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Energy gap prevents 

scattering that leads 

to resistivity
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Cuprate high-temperature superconductors
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Discovery:

- Bednorz & Müller (1986)

Properties:

- Insulators or bad metals

(conv. superconductors 

 are good metals)

Critical temperatures:

- Tc ~ 40K - 150K 

(well above liquid nitrogen boiling point)

20 years of intense research:

- No consensus on a general theory

- No predictive power for Tc in known 

materials

- No predictive power for design of new 

materials
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Applications of superconductors

Large volume, stable magnetic fields

- MRI and NMR machines

- Mass spectrometers

- Particle accelerators

- Maglev trains

Josephson effect

- Josephson junctions (SQUIDS)

- Digital circuits

High power capacity at 

lower voltage

- Cables (3-5x more power capacity than 

conv. AC cables, 10x more than 

DC cables )

- Motors and generators
Source: www.amsc.com
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Outline

2005 2006-2008 2009 -

" Brief introduction into superconductivity
" Background: 2D Hubbard model and 

the DCA/QMC method
" Breakthroughs

and future work
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From cuprate materials to the Hubbard model

H = −t
∑

〈ij〉,σ

c†iσcjσ + U
∑

i

ni↑ni↓

Cuprate structure CuO-planes 2D Hubbard Model

Basic properties:

- Antiferromagnetic exchange

E
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y

U

J = 4t2/U

- Moment formation
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The challenge: A quantum multi-scale problem

Atomic scale Nano-scale Macro-scale

~ nm ~ µm- Strong local

correlations

- Moment

formation

- Macroscopic

quantum

effects

- Antiferromagnetic 

correlations

- Cooper pairs

- Inhomogeneities

Theory:

Atomistic description
Thermodynamics

Continuum description

Complexity ~ 4N N ~ 1023
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The solution: Quantum cluster methods

Atomic scale Nano-scale Macro-scale

~ nm ~ µm- Strong local

correlations

- Moment

formation

- Macroscopic

quantum

effects

- Antiferromagnetic 

correlations

- Cooper pairs

- Inhomogeneities

Coherently embed cluster into effective medium

Explicitly treat 

correlations within 

a localized cluster

Treat macroscopic 

scales within 

mean-field

Quantum cluster theories review: 
Maier, Jarrell, Pruschke & Hettler, Rev. Mod. Phys. ‘05
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Sketch of the DCA/QMC method

Bulk lattice

DCA

Embedded cluster with 
periodic boundary conditions

Reciprocal space

kx

ky

K

k
~

Σ(k, z) ≈ Σ(K, z)

K

Size Nc clusters

Integrate out 

remaining degrees of 

freedom

Essential assumption: 

Correlations are short-ranged

Quantum cluster theories review: 
Maier, Jarrell, Pruschke & Hettler, 
Rev. Mod. Phys. ‘05
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DCA cluster mapping & cluster solver

kx

ky

K
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Σ(K, z) = G−1
0 (K, z)−G−1

c (K, z)

Ḡ(K, z) =
Nc

N

∑

k̃

[
z − εK+k̃ − Σ(K, z)

]−1

G0(K, z) =
[
Ḡ−1(K, z) + Σ(K, z)

]−1

G0(R, τ)

Gc(R, τ)

Gc(K, z)

Computationally expensive part
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Evidence for superconductivity in 2D Hubbard model

2005 on Cray X1(E):

- Superconducting transition in 2D 

Hubbard model in largest 

accessible clusters

- Superconducting 

susceptibility diverges at

finite temperature 

T~0.025t (~100K)
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∫ β

0
dτ〈∆d(τ)∆†

d(0)〉

Maier et al., Phys. Rev. Lett. 

95, 237001 (2005)



Thomas A. Maier - Fall Creek Falls 2009

Understanding the pairing mechanism

2006 - 2008 on Cray XT3/XT4:

- Study of mechanism responsible for 

pairing in the Hubbard model

- Analyze the particle-particle vertex 

in the normal state

- Electron spin is responsible for

pairing interaction
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Maier et al., Phys. Rev. Lett. 96, 047005 (2006)

Maier et al., Phys. Rev. B 74, 094513 (2006)
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Why pairing in a model with purely repulsive interactions?

Doping a Mott insulator: 

Physics dominated by Coulomb energy, kinetic energy is frustrated

Brinkman & Rice, PRB (1970)
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Why pairing in a model with purely repulsive interactions?

Doping a Mott insulator: 

Physics dominated by Coulomb energy, kinetic energy is frustrated

Hole localization due to increase in exchange energy!

(Brinkman & Rice, PRB ’70)
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Relieve kinetic frustration through pairing

Paired hole restores antiferromagnetic background
(Hirsch, PRL ’87; Bonca et al., PRB ‘89; Dagotto et al., PRB ‘90)
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Spin fluctuation model

Spin fluctuation mechanism:

- Pairing arises from exchange of spin 

fluctuations

- Calculate Tc in spin-fluctuation model 

and compare with actual Tc

s s’

Γpp(k,ω; k′,ω
′
) ≈

3
2
Ū2χ(k − k′,ω − ω

′
)#pp

<n> 0.95 0.90 0.85

Tc0 0.080 0.074 0.067

Tc0
(1) 0.100 

(25%)
0.087
(18%)

0.074
(10%)

Tc0
(2) 0.108 

(35%)
0.084
(14%)

0.064
(4%)

Tc0
(3) 0.105

(31%)
0.081
(9%)

0.058
(13%)

Maier et al., Phys. Rev. B 75, 134519 (2007); 

                   ibid. 76, 144516 (2007)

Miyake et al., PRB 34, 6554 (1986)

Scalapino et al., PRB 34, 8190 (1986)

Bickers et al., PRL 62, 961 (1989)

Review: Monthoux et al., Nature ‘07
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Experimental validation of spin fluctuation model

LETTERS
PUBLISHED ONLINE: 18 JANUARY 2009 DOI: 10.1038/NPHYS1180

Strength of the spin-fluctuation-mediated pairing
interaction in a high-temperature superconductor
T. Dahm1, V. Hinkov2, S. V. Borisenko3, A. A. Kordyuk3, V. B. Zabolotnyy3, J. Fink3,4, B. Büchner3,
D. J. Scalapino5, W. Hanke6 and B. Keimer2*
Theories based on the coupling between spin fluctuations and
fermionic quasiparticles are among the leading contenders to
explain the origin of high-temperature superconductivity, but
estimates of the strength of this interaction differ widely1.
Here, we analyse the charge- and spin-excitation spectra
determined by angle-resolved photoemission and inelastic
neutron scattering, respectively, on the same crystals of
the high-temperature superconductor YBa2Cu3O6.6. We show
that a self-consistent description of both spectra can be
obtained by adjusting a single parameter, the spin–fermion
coupling constant. In particular, we find a quantitative link
between two spectral features that have been established
as universal for the cuprates, namely high-energy spin
excitations2–7 and ‘kinks’ in the fermionic band dispersions
along the nodal direction8–12. The superconducting transition
temperature computed with this coupling constant exceeds
150K, demonstrating that spin fluctuations have sufficient
strength tomediate high-temperature superconductivity.

Looking back at conventional superconductors, the most

interaction is difficult, because small expansion parameters used
in the traditional Eliashberg theory (such as the ratio of Debye
and Fermi energies) are missing14. Because of these difficulties,
widely different values have been quoted for the spin–fermion
coupling constant1.

The analysis of YBa2Cu3O6.6 data reported here was made
possible by recent advances on several fronts. First, INS experiments
on this material now consistently yield high-quality spin-excitation
spectra over a wide energy and momentum range2,4. Second, recent
ARPES experiments on YBa2Cu3O6+x (refs 11,12) have overcome
problems related to polar surfaces and enabled the observation of
superconducting gaps and band renormalization effects (‘kinks’)
akin to those previously reported in La- and Bi-based cuprates8.
Third, calculations based on the two-dimensional Hubbard model
have demonstrated Fermi surfaces, single-particle spectral weights,
antiferromagnetic spin correlations and dx2−y2 pairing correlations
in qualitative agreement with experimental measurements15–17.
Numerically accurate solutions of this model can thus serve
as a valuable guideline for a treatment of the spin-fluctuation

“The superconducting transition temperature computed with [the spin 

fluctuation model] exceeds 150 K, demonstrating that spin fluctuations 

have sufficient strength to mediate high-temperature superconductivity”

Dahm et al., Nature Physics 5,

217 (2009)
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Spin fluctuations vs. RVB: Mouse vs. Elephant

22 JUNE 2007 VOL 316 SCIENCE www.sciencemag.org1706
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binding? The possibilities are either “dynamic
screening” or a mechanism suggested by
Pitaevskii (13) and by Brueckner et al. (14) of
putting the electron pairs in an anisotropic
wave function (such as a d-wave), which van-
ishes at the repulsive core of the Coulomb
interaction. In either case, the paired electrons
are seldom or never in the same place at the
same time. Dynamic screening is found
in conventional superconductors, and the
anisotropic wave functions are found in the
high-T

c
cuprates and many other unconven-

tional superconductors. 
In the case of dynamic screening, the

Coulomb interaction e2/r (where e is the elec-
tron charge and r is the distance between
charges) is suppressed by the dielectric con-
stant of other electrons and ions. The plasma
of other electrons damps away the long-range
1/r behavior and leaves a screened
core, e2 exp(–κr)/r (where κ is
the screening constant), that acts
instantaneously, for practical pur-
poses, and is still very repulsive.
By taking the Fourier transform of
the interaction in both space and
time, we obtain a potential energy
V, which is a function of frequency
ω and wavenumber q; the screened
Coulombic core, for instance,
transforms to V

s
= e2/(q2 + κ2) and

is independent of frequency. This
interaction must then be screened
by the dielectric constant ε

ph
be-

cause of polarization of the
phonons, leading to a final expres-
sion V = e2/[(q2 +κ2)ε

ph
(q, ω)]. This

dielectric constant is different from
1 only near the lower frequencies of the
phonons. It screens out much of the Coulomb
repulsion, but “overscreening” doesn’t hap-
pen: When we get to the very low frequency
of the energy gap, V is still repulsive.

Instead of accounting for the interaction
as a whole, the Eliashberg picture treats only
the phonon contribution formally, replacing
the high-frequency part of the potential with a
single parameter. But the dielectric descrip-
tion more completely clarifies the physics,
and in particular it brings out the limitations
on the magnitude of the interaction. That is, it
makes clear that the attractive phonon inter-
action, characterized by a dimensionless
parameter λ, may never be much bigger,
and is normally smaller, than the screened
Coulomb repulsion, characterized by a
parameter µ (11). The net interaction is thus
repulsive even in the phonon case. 

How then do we ever get bound pairs, if the
interaction is never attractive? This occurs
because of the difference in frequency scales

of the two pieces of the interaction. The two
electrons about to form a pair can avoid each
other (and thus weaken the repulsion) by mod-
ifying the high-energy parts of their relative
wave function; thus, at the low energies of
phonons, the effective repulsive potential
becomes weaker. In language that became
familiar in the days of quantum electrodynam-
ics, we can say that the repulsive parameter µ
can be renormalized to an effective potential
or “pseudopotential” µ*. The effective inter-
action is then –(λ – µ*), which is less than
zero, hence attractive and pair-forming. One
could say that superconductivity results from
the bosonic interaction via phonons; but it is
equally valid to say instead that it results
from the renormalization that gives us the
pseudopotential µ* rather than µ. This does
not appear in an Eliashberg analysis; it is just

the type of correction ignored in this analysis. 
The above is an instructive example to

show that the Eliashberg theory is by no
means a formalism that universally demon-
strates the nature of the pairing interaction; it
is merely a convenient effective theory of any
portion of the interaction that comes from
low-frequency bosons. There is no reason to
believe that this framework is appropriate to
describe a system where the pairing depends
on entirely different physics. 

Such a system occurs in the cuprate super-
conductors. The key difference from the clas-
sic superconductors, which are polyelectronic
metals, is that the relevant electrons are in a
single antibonding band that may be built up
from linear sums of local functions of x2-y2

symmetry, with a band energy that is bounded
at both high and low energies. In such a band
the ladder-sum renormalization of the local
Coulomb repulsion, leading to the pseudopo-
tential µ*, simply does not work, because the
interaction is bigger than the energy width of

the band. This is why the Hubbard repulsion U
between two electrons on the same atom
(which is the number we use in this case to
characterize the repulsion) is all-important in
this band. This fact is confirmed by the Mott
insulator character of the undoped cuprate,
which is an antiferromagnetic insulator with a
gap of 2 eV, giving us a lower limit for U. 

But effects of U are not at all confined to
the cuprates with small doping. In low-energy
wave functions of the doped system, the elec-
trons simply avoid being on the same site. As
a consequence, the electrons scatter each
other very strongly (15) and most of the broad
structure in the electrons’ energy distribution
functions (as measured by angle-resolved
photoelectron spectroscopy) is caused by U.
This structure may naïvely be described by
coupling to a broad spectrum of bosonic
modes (4), but they don’t help with pair bind-
ing. U is a simple particle-particle interaction
with no low-frequency dynamics. 

A second consequence of U is the appear-
ance of a large antiferromagnetic exchange
coupling J, which attracts electrons of oppo-
site spins to be on neighboring sites. This is
the result of states of very high energy, and
the corresponding interaction has only high-
frequency dynamics, so it is unrelated to a
“glue.” There is a common misapprehension
that it has some relation to low-frequency
spin fluctuations (16, 17), but that is incor-
rect, as low-frequency spin interactions
between band electrons are rigorously ferro-
magnetic in sign. One can hardly deny the
presence of J given that it has so many exper-
imental consequences. 

In order to avoid the repulsive potential
these systems are described by the alternative
Pitaevskii-Brueckner-Anderson scheme with
pairing orthogonal to the local potential. Two
such pairings exist, d-wave and “extended s-
wave,” but only one appears as a supercon-
ducting gap; the extended s-wave is unsuitable
for a gap and acts as a conventional self-
energy (18). The specific feature of the low-
dimensional square copper lattice that is
uniquely favorable to high T

c
is the existence

of the two independent channels for pairing
(18). Because of the large magnitude of J, the
pairing can be very strong, but only a fraction
of this pairing energy shows up as a supercon-
ducting T

c
, for various rather complicated but

well-understood reasons. 
The crucial point is that there are two

very strong interactions, U (>2 eV) and J
(~0.12 eV), that we know are present in the
cuprates, both a priori and because of incon-
trovertible experimental evidence. Neither is
properly described by a bosonic glue, and
between the two it is easy to account for the

“We have a mammoth and an elephant in our refrigerator—
do we care much if there is also a mouse?”
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P.W. Anderson, Science 316, 1705 (2007):

“We have a mammoth (U) and an elephant 

(J) in our refrigerator - do we care much if 

there is also a mouse?”
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Fraction of superconducting gap 

arising from frequencies below !
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Are we done?
Many open questions!!

For example:

- What is the reason for the factor 5 

difference in transition temperature 

between different cuprates?

- What is the role of the nano-scale 

electronic structure 

inhomogeneities?
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Disorder & inhomogeneities

Hubbard model with 

diagonal disorder:

Gc(Xi − Xj , z) =
1

Nc

Nd∑

ν=1

Gν
c (Xi, Xj , z)

Vi ∈ {V, 0}

H = −t
∑

〈ij〉,σ

c†iσcjσ +
∑

i

Uini↑ni↓ +
∑

i,σ

Viniσ

Ui ∈ {U + ∆U, U −∆U}

Nc = 16→ Nd = 216
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Disorder-average cluster 

Green’s function:

disorder configurations

! Peta- or exascale problem!
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Cray XT5 portion of Jaguar @ NCCS

Peak: 1.382 TF/s
Quad-Core AMD 
Freq.: 2.3 GHz
150,176 cores
Memory: 300 TB
For more details, go to 
www.nccs.gov
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QMC parallelism: Multiple random walkers
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G

thermalization sample QMC time

Measurements: zgemm

Updates: dgemm

Amdahl’s law
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DCA++ code: Concurrency
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MPI AllReduce

~102 - 104 disorder configurations

MPI AllReduce

~103 random 

walkers

OpenMP/CUDA



Thomas A. Maier - Fall Creek Falls 2009

Multi-core/GPU/Cell: threaded programming

Multi-core: OpenMP or pthreads

NVIDIA G80: CUDA, cuBLAS

IBM Cell

Work on GPUs motivated mixed 

single-precision/double-precision 

model
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Mixed single-precision/double-precision model

• No loss of precision

• But significant speedup

- Up to 1.9x faster on 

CPU

• Speedup on GPU

- NVIDIA 8800GTS vs. 

2.0GHz Opteron
- Up to 19x for 

offloading HF-

updates onto GPU
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,-../01

23"$%&'()*+

(5&8*+

Run in single-precision

Keep in double-

precision

0.016

0.017

0.018

0.019

0.020

0.021

T
c

Double Precision
CPU Single Precision
GPU Single Precision
Mean

Double Precision

CPU Mixed Precision

GPU Mixed Precision

Mean

Multiple runs to compute Tc:

Results are identical 

within error bars!

J.S. Meredith, et al., Parallel Computing 35, 151–163 (2009).
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Sustained performance of DCA++ on Cray XT5

Weak scaling with number of disorder configurations, each 

running on 128 Markov chains on 128 cores (16 nodes)
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Preliminary results

Hubbard model with 

random disorder:

- Inhomogeneities can 

enhance the pairing 

interaction but generally 

suppress the super-

conducting transition 

temperatures 

4-site cluster, U=8t

T c
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0 0.05 0.10 0.15 0.20
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Disordered

two important quantities. First, we measure the maximum value of
the local gap D< 24meV. Second, we estimate the temperature
Tp< 72–80K at which D is no longer measurable, using the criterion
that at this temperature dI/dV (V5 0)$ dI/dV (for allV. 0).Above
Tp the spectra shows a bias-asymmetric background in the DOS that
changes little with increasing temperature—indicating that the pair-
ing gap is either absent or no longer relevant at this atomic site. On
the basis of this procedure, we find that the data in Fig. 1a can be
described by the relation 2D/kBTp< 7.7, where kB is Boltzmann’s
constant and Tp is the gap closing temperature. While this measure-
ment at a single atomic site is not statistically significant, it establishes
the procedure that we extend to large sets of similar measurements.

The evolution of the pairing gap with temperature can be exam-
ined statistically using spectroscopic mapping measurements over
large areas (,300 Å) of the sample as a function of temperature.
Such experiments allow direct visualization on the atomic scale of
the development of gaps. In the superconducting state (T,Tc), the
overdoped OV65 sample shows (Fig. 2a) a distribution of D (refs 3

and 4). With increasing temperature, gap maps and related histo-
grams on the OV65 sample display a rapid increase of ungapped
regions (Fig. 2a–e). Although the temperatures over which the gaps
collapse locally are relatively close to Tc for this sample, these
measurements clearly demonstrate that gaps persist locally on the
nanoscale over a range of temperatures Tp. These results are remin-
iscent of recent calculations of the evolution of pairing gaps with
temperature in a d-wave superconductor with spatially varying pair-
ing correlations22.

A great deal of information about the nucleation of pairing on the
atomic scale can be extracted from data in Fig. 2a–d. Here, we focus
on extracting the relation between a given localDmeasured at T,Tc

and the temperature Tp at which it collapses. From the gap maps in
Fig. 2a–d, we can extract the percentage of the sample that is gapped
at a given temperature (points in Fig. 2f). To compare, we use the
histogram of D values measured at the lowest temperature to com-
pute the probability P(,D) that the gaps are less than a givenD (solid
line). A linear relationship between localD and Tp would require that
the x axis of these twomeasurements be related by a simple ratio. The
best-fit ratio extracted in Fig. 2f is 2D/kBTp5 7.86 0.3. This relation
shows that despite the strong variation of the superconducting gaps
on the nanoscale in the overdoped sample, they all collapse following
the same local criterion.

Having established the relation between local D and Tp for the
pairing gaps in the OV65 sample, we can study the temperature
evolution of gaps in the DOS measured on samples with different
dopings. In Fig. 3a–d, we show such measurements on an optimally
doped sample OP93. Similar to overdoped samples, the low-temper-
ature (T,Tc) spectra for the optimally doped sample are consistent
with that of a d-wave pairing gap (see Supplementary Information).
In contrast to the overdoped sample, which develops ungapped
regions rapidly while crossing Tc, the optimal doped sample is still
entirely gapped 10K above its Tc. The loss of phase coherence at Tc

only affects the sharpness of the peaks in the spectra atV56D, while
the gap in the superconducting state smoothly evolves into that mea-
sured above Tc (see Fig. 3a)

19. High-resolution gapmapsmeasured at
different temperatures (Fig. 3b–d) show that the distributions of gaps
just above and below Tc are essentially the same except for some
broadening (see Supplementary Information). A further increase in
the temperature results in an inhomogeneous collapse of gaps. The
spatial collapse of the gaps is comparable to that observed in the
OV65 sample (Fig. 2), except that the temperature range forTp values
over which gaps collapse is much larger for the OP93 sample (105–
160K) than for the OV65 sample (64–80 K).

We can use the comparison between P(,D) measured at the low-
est temperature with the percentage of the ungapped regions mea-
sured as a function of temperature to test our local pairing hypothesis
for samples at various dopings. Themeasurements of these two quan-
tities are displayed in Fig. 3e and f, where a single temperature–gap
scaling relation 2D/kBT5 8.0 has been used to plot data on all sam-
ples in this study. From Fig. 3e it is clear that overdoped and optim-
ally doped samples have identical gap–temperature scaling ratios,
which, together with the consistency of their low-temperature spec-
tra with a d-wave superconducting gap, implies that we can interpret
these gaps as those due to pairing. These results clearly show that
pairing gaps and the temperature at which they collapse (which can
be equal to or larger than Tc) follow a universal local criterion over a
wide range of doping. The extracted ratio also shows that the local
pairing gap is far more fragile to increases in temperature than are the
conventional Bardeen–Cooper–Schrieffer (BCS) superconductors,
for which the ratio is in the range of 3.5–5. Surprisingly, the ratio
is insensitive to the size of the gap, for gaps ranging from ,15 to
50mV, indicating that even the smallest gaps are very far from the
BCS limit.

Our local pairing hypothesis, however, appears to fail in the under-
doped regime (Fig. 3f). Although such a pairing hypothesis has its
shortcomings, such as ignoring the possibility of a proximity effect,
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Figure 2 | Gap evolution for overdoped (Tc565K) samples. a–d, Gap
maps taken on the same 300 Å area of an OV65 sample at different
temperatures near Tc. At each temperature and atomic site, the value of the
gap can be extracted from local spectroscopic measurements by using the
experimental criterion that the local dI/dV has a maximum at V51D, as
demonstrated by data in Fig. 1a. The gaps vary spatially on the scale of
1–3 nm. The inset to d shows the topography of the area. e, The probability
of finding a gap of a given size (gap distribution) for the gap maps shown in
(a–d) and an additional gap map taken at 40K. f, The solid line shows the
probability P(,D) that the gaps are less than a givenD (lower x axis). This is
obtained at a given voltage by summing the lowest temperature histogramof
D to that voltage. The percentage of ungapped area of the sample (points) is
plotted as a function of temperature (shown on the upper x axis). The
scaling between the two x axes is 2D/kBT5 7.8. The 1s error bars were
calculated from the finite statistics (arising from the limited area of each
map) and the energy and conductance resolution of the spectra used to
compose the maps.
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Future work

Understand the interplay between 

inhomogeneities and 

superconductivity:

- Are inhomogeneities good or bad for 

superconductivity?

- What about stripes?

- Is there an optimum inhomogeneity for 

which Tc is maximum?

- Can Tc be enhanced in composite 

systems or artificial multi-layers?

Understand the large difference in 

transition temperature between 

different cuprate materials:

- Perform material specific simulations
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Summary

New algorithms and computer hardware allow to gain insight into 

the high-Tc pairing mechanism

- Superconductivity in 2D Hubbard model with realistic parameters

- Fundamental understanding of the pairing mechanism responsible for 

superconductivity

- Phenomenological model for critical temperature based on spin fluctuations 

allows experimental validation

Understanding the role of inhomogeneities is needed for a 

comprehensive theory of high-Tc

- Unique opportunity for high-end computing (peta- or exascale problem)

- Random disorder related to dopant atoms

- Spin and charge stripes

- Optimal inhomogeneity

- DCA++ provides a unique computational tool to study these questions


