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Why simulate supernovae?

Core-collapse supernovae are worth simulating
on leadership computing resources because they
are the origin of many elements, are interesting
targets for expensive observational programs,
and provide valuable computational experience.

Why is the core-collapse supernova

mechanism an exascale problem?

The need to perform implicit neutrino transport
addressing up to six dimensions of phase space
makes simulations aimed at the explosion
mechanism an exascale problem.

How can the multiphysics nature of the

problem be addressed?

Several types of solvers—explicit and implicit,
hyperbolic and possibly elliptic—must be deployed
with operator splitting to address the multiphysics
nature of the problem.
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How can the multiscale nature of the

problem be addressed?

The multiscale nature of the problem in space and
time can be addressed with adaptive mesh
refinement and implicit evolution.

How can the expected features of an

exascale machine be utilitized?

While we have some ideas about how parallelism
can be exploited, we look to applied
mathematicians and computer scientists to work
with us and provide libraries that deploy
capabilities needed by our solvers on
heterogeneous and
communication-
unfriendly computer
architectures.

GenASiS Weak Scaling

Seconds per time step (I/0 included)
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