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Who Are We?
Richard Murphy, Jim Ang, Ron Brightwell, Peter Kogge, Scott Hemmert, Bob 

Lucas, Kunle Olukotun, Marc Snir, Thomas Sterling, David Bayliss, Jeff 
Draper, Gary Bernstein, Jacque Chame, Pedro Diniz, Bill Gropp, Vince Freeh, 
Bruce Jacob, Tony Lentine, Supratik Mukhopadhyay, Ram Ramnujam, Dave 

Resnick, Arun Rodrigues, Subhash Shinde, Sudha Yalamanchili

Team Formed 2 Years Ago
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What does the Exascale Era Look Like?
• The Technology Facts

– Without intervention conventional architectures and technology 
will produce 125 MW (+) exascale machines

– We can’t cool aggressively clocked processors, so increased 
parallelism is required to achieve performance

– Data movement, not computation dominates both energy and 
performance costs

• Application Trends
– Science codes will be increasingly unstructured
– (My guess - and hope - is) new informatics and knowledge 

applications will be a huge fraction of supercomputer workloads in 
both national security and open science

• Results for the architect
– Today’s petascale design targets represent the past, not the future
– We have a limited opportunity to affect programming and execution 

models
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How are applications changing?

What we traditionally care about

What industry 
cares about

Informatics Applications
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Most Real Applications Do Memory Accesses, 
Not Floating Point
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What about DOE “Physics” Applications?

 

Real Physics Applications Primarily Do SLOW Memory References
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The New Memory Wall

Throughput = Concurrency
Latency
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Latency Dominates Bandwidth
(Concurrency Decreases Effective Latency)
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Goal: Reinvent Computing
• We (particularly DOE) are stuck in highly optimized model 
of computation -- but is it a local minima?
– The execution model (MPI, mostly BSP) matches the architecture 

(MPP) which matches the applications (3D Physics)
• However

– Technology trends demand new architectures and threaten 
traditional “machine balance”

– Applications are increasingly unstructured
• Informatics informatics apps and even traditional physics apps

– The result stresses the execution model
• Consequently

– We have an opportunity to rethink the computer driven by 
application requirements

– Will match technology, architecture, and execution model
– Codesign is the process
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Scale and Scalability

! " #

We want to deploy the same hardware, execution model, system 
software, and ultimately applications across all of these scales!

Each exists in totally different operational environments today.
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How does the X-caliber team think about codesign?

• Model of Computation (AKA: Execution Model)
– Enables discussion of the semantics of a machine separate from 

the implementation... why?
• How else do people at different layers communicate new ideas?
• How else do you optimize between layers?

– Not the traditional approach of a hardware implementation being 
thrown (at application developers) over the fence

• My five elements of an execution model...
– Concurrency
– Coordination
– Movement

• of work
• of data

– Naming
– Introspection
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ParalleX
Element Parallex Mechanism

Concurrency Lightweight Threads/Codelets
(lightweight, h/w scheduled, for latency tolerance not 
throughput!)

Coordination Lightweight Control Objects (LCOs)
for construction of mutexes, futures, producer/
consumer interactions, etc.

Movement Of Work: Parcels (lightweight active messages)
Of Data: PGAS and Bulk Transfer

Naming Global Name Space and Global Address Space

Introspection Unified publication at all levels via System Knowledge 
Graph (SKG)
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ParalleX vs. Today’s Dominant Model
Element Parallex Mechanism Stylized Communicating 

Sequential Processes

Concurrency Lightweight Threads/
Codelets

MPI Ranks/Processes

Coordination Lightweight Control 
Objects (LCOs)
(fine-grained)

Bulk Synchronous (or maybe by 
teams and messages)
(coarse-grained)

Movement of Work: Parcels
of Data: PGAS and Bulk

of Work: None
of Data: Bulk

Naming Global Name Space
Global Address Space

Coarse, rank/node names

Introspection System Knowledge Graph
(enables dynamic/
adaptive)

Not specified by the model, in 
practice out-of-bands RAS 
network
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ParalleX vs. PGAS
Element Parallex Mechanism Stylized Communicating 

Sequential Processes

Concurrency Lightweight Threads/
Codelets

Processes

Coordination Lightweight Control 
Objects (LCOs)
(fine-grained)

Bulk Synchronous/teams
Barriers
(coarse-grained)

Movement of Work: Parcels
of Data: PGAS and Bulk

of Work: None
of Data: Load/Store

Naming Global Name Space
Global Address Space

Global Address Space

Introspection System Knowledge Graph
(enables dynamic/
adaptive)

Not specified by the model, in 
practice out-of-bands RAS 
network
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What about GPUs?
Element Parallex Mechanism GPUs

Concurrency Threads/Codelets SIMD/lock-step threads

Coordination Lightweight Control 
Objects
(fine-grained)

Local Scratchpad Explicit 
Coordination

Movement of Work: Parcels
of Data: PGAS and Bulk

of Work: None
of Data: Bulk transfer from 
memory

Naming Global Name Space
Global Address Space

Global Address Space

Introspection System Knowledge Graph
(enables dynamic/
adaptive)

None
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The X-caliber Approach
• Two approaches to addressing the “data movement” problem 
discussed in the UHPC meetings so far:
– Dominant Approach (all other teams): manage the locality of deep 

memory hierarchies
– Our approach: perform the computation as close as possible to the 

data
• Relatively shallow (5-layer) memory hierarchy (registers, scratchpad, 

DRAM, other cubes on a node, other cubes elsewhere)
• Relaxed consistency model (move the computation, explicitly control 

data word state)
• Memory-centric, not processor centric (cubes are homenodes, work 

initiators, control flow managers, etc. not processors)
• Compute at the closest possible location: bottom of the via stack

• Observation about the dominant approach
– The best data locality manager today is MPI, and it likely can’t solve 

two of the challenge problems well
– We know we can’t manage the locality of a meaningful graph problem.  

Period.
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Codesign Process

• Why do it?
– Like embedded systems in the early 1990s we’ve hit hard 

constraints (power, energy)... it’s why systems are multicore
• What is it?

– Directed partitioning of functionality between system layers and 
choice of implementation under constraints and objective functions

• How does it relate to the ParalleX Execution Model?
– Decouples “semantics” and “implementation”
– Serves as a useful early Application Target
– Leave “function” implementation (mechanism) and partitioning 

(hardware, software, OS, runtime, compiler, etc.) free to be redefined

NS0
...

Application
Specific
Targets

General
System
(CS0)

Codesign Loop
XS
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System Balance
• System Balance

– Because we’re memory centric, we’re focused on bandwidth, 
capacity, and scalability of the memory system (near and far)

– X-caliber compared to the state of the art (scaled to 2018):
• 5X the FLOPs of Red Storm
• 2X the memory capacity
• Similar network bandwidth ratio

– Other approaches (aggregate from what I’ve seen):
• 10X the FLOPs of Red Storm, Half or less the memory capacity

System Injection BW FLOPS B/F Ratio Comment

X-caliber 133 TB/s - 266 TB/s 1.0 - 1.4 PF/s 0.095 - 0.266 1.21 - 3.38 Adaptive

Other 
Proposals

205 TB/s 2.6 PF/s 0.0788 0.82 - 0.30 Static
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DARPA Challenge Problems
Problem 
Area

Standin 
Problem

Executes Researcher 
Responsible

Quality

Graph Graph500 
Concurrent 
Search 

EMP Brian Barrett 
and Bruce 
Hendrickson

Integer Pointer 
Dereference

Stream GUPS EMP Steve Plimpton Input + Integer Pointer 
Dereference (latter 
harder)

Decision 
Support

Chess EMP Thomas 
Sterling

Integer Pointer 
Dereference

Shock 
Physics

MiniFE EMP + P Mike Heroux Integer Pointer 
Dereference + 12% FP 

Molecular 
Dynamics

MiniMD P Marc Snir and 
Steve Plimpton 

15% FP with lots of local 
references
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Our Enabling Technologies: Advanced 
Packaging, 3D Integration, Optics

We are not investing in baseline transistor technology since fab 
companies have to make that work for industry.
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Modulation (E to O): 
 • 3 fJ/bit modulation has been demonstrated3

Modulator thermal control and trimming: 
   • 106 GHz within die frequency variation has been measured and a thermal resonance
    shift of 4.4 µW/GHz  has been demonstrated1 ! <23 fJ/bit> thermal trimming power
   • 4.4 fJ/bit-°C thermal control has been demonstrated2, so for +/- 10 °C swing in operating 
    temperature ! <44 fJ/bit>  thermal control power
Optical Demux: 
 • 2 ring-filter with thermal control and trimming ! <134 fJ/bit> 
Receiver (O to E): 
 • A -18.9 dBm sensitivity integrated Ge receiver  has been demonstrated4 at 5 Gbps, with
  a total power consumption of 690 fJ/bit
Optical Source: 
 •  -18 dBm power required at receiver.  Assuming 2 dB/facet coupling loss (demonstrated) 
    and another 2 dB of on-chip loss then for a wall plug efficiency of 10 % (includes TEC
    power consumption)  then 1 mW is required for the optical source ! 100 fJ/bit

1 W. Zortman, et al. to be published
2 C.T. DeRose, et al. CLEO (2010) 
3W. Zortman, et al. CLEO (2010)
4Zheng, et al. Opt. Exp. 18 pp 204-211 (2009)

~1 pJ/bitTotal power consumption:

Why Invest in Optics (when the Kogge-reports 
says they’re not viable)?
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Node Architecture (Continued)

of data movement, and increase the available concurrency. It accomplishes this not only through

architectural advances, but also through a novel programming model (described in Section 2.4.3).

The architecture will be codesigned with the execution model and applications to provide the best

performance and energy efficiency to solve the critical challenges facing the nation. This section

describes the departure point for this architectural exploration.

It is estimated that in the 2017 timeframe, more energy will be required to move data operands

than to perform the actual computation [30]. Given this trajectory, X-caliber is fundamentally

designed to reduce the amount of data movement in the system; where data movement is still nec-

essary, X-caliber strives to minimize the energy required to move the data. To meet the goal of

Ubiquitous High Performance Computing in a performant and energy efficient manner requires a

revolutionary change in the memory and network subsystems. The core enabler for these advances

is a radical new memory architecture designed from the ground up to significantly reduce the

energy per bit expended in accessing memory. The new memory architecture is coupled with ad-

vances in the interconnect to minimize data transmission energy. This is done by utilizing a highly

integrated network component which takes advantage of the latest advances in silicon photonics

and advanced packaging.
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Figure 4: X-caliber scalable module architecture

The X-caliber architecture is based on the scalable module shown in Figure 4. It is made of

three main classes of components: memory (both DRAM and non-volatile), processors (P and

EMU in figure) and an integrated NIC/router. The on-module connections are made using an en-

ergy optimized memory network, and each component exists as an equal peer. In addition, each

DRAM memory cube (M in figure) is connected to a non-volatile memory cube (not shown in

figure), which provides additional storage capacity and resiliency features (see Section 2.4.1.1.1).

19
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Processor (P)

cores in the cluster and has several options in how the cores are used. First, the cores can be used

to operate on completely independent data. Second, the cores can be ganged together to operate in

lockstep to allow multiple identical operations to proceed with much lower synchronization over-

head. Third, tasks can be allocated in a producer/consumer model using hardware mailboxes to

stream data through the cores. This flexibility allows the processing to adaptively adjust to the

requirements of different applications. The functionality of the hardware thread manager is a key

research component of X-caliber.

Core Cluster
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FP Vector x4
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Figure 8: Notional core cluster for the com-

pute intensive processor.

It is anticipated that the performance of CIP

will need to be artificially limited in order to reach

thermal and power requirements for the module.

Due to this, normal operating frequency will be

1.5 GHz, but maximum frequency will be closer

to 2.5 GHz. X-caliber will take advantage of this

by using aggressive thermal monitoring and man-

agement to enable two forms of sprint modes. The

first form, which can be sustained indefinitely, is

to pair cores and allow one of those cores to run

at 2.5 GHz as long as the other is turned off. This

maintains a constant peak power output, but may

result in thermal hotspots. To alleviate this, we will

investigate ways to ping-pong compute between

the paired cores. In this way, each core would op-

erate for a time before moving thread state to the

paired core, which would then continue computa-

tion. This mode would allow applications which

cannot take advantage of the available the paral-

lelism to achieve higher performance. This mode could be specified by the compiler, and/or auto-

matically enabled when only a small number of threads are present.

The second form of sprinting would allow any core to accelerate to 2.5 GHz for very short

periods of time. This would increase instantaneous power draw and would rely on thermal inertia

to keep from overheating. The thermal state would be closely monitored and sprint mode would

be turned off as thermal limits were met. This sprint state is useful for moving through Amdahl

regions of code, which could be marked by the compiler. The extreme of this mode is to sprint

whenever allowed by the thermal state.

2.4.1.3 Network The network is built from a single integrated component referred to as Merlin.

For energy efficiency, Merlin consists of an integrated network interface controller (NIC) and 21

port router. The Merlin component benefits from the advances in 3D stacking and silicon photonics

and consists of one or more logic layers coupled to a photonics carrier using 3D integration. The

relatively small number of ports in the router allows a more energy efficient implementation com-

pared to a separate larger router, by reducing the on-chip interconnect lengths (and thus power).

Each module contains two Merlin components, which serves to increase interconnect bandwidth,

24

• X-caliber more concerned 
with data movement

• Hybrid CPU-like and GPU-
like architecture

• Heavily Threaded and 
Vectored

• Client of the Memory 
Network

• Owns only cache/
scratchpad memory
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Memory System (M)
• Two computation Units

– Right next to the DRAM vault 
memory controller (VAU)

– To aggregate between DRAM 
vaults (DAU)

• “Memory Network” Centric
• Homenode for all addresses

– Owns the “address”
– Owns the “data”
– Owns the “state” of the data
– Can build “coherency”-like 

protocols via local operations
– Can support PGAS-like 

operations
– Can manage thread state 

locally

Vault Vault Vault•••

MC
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•
•
•

Mem Network
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(SerDes)
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Figure 3.2: EMP High-Level Architecture
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Sprinting
• Every major component of the system has the capability to 
“sprint” by operating outside it’s nominal power envelope
– Processor: Increases the clock rate from 1.5 GHz to 2.5 GHz 

• Can be applied to half the cores and allow “ping-ponging” 
– Memory: Additional memory links (increasing concurrency and 

bandwidth) can be powered up in sprint mode
– Network: Sprint on injection bandwidth from 512 GB/sec on the NIC 

to 1 TB/s
• Decisions about when to sprint are made dynamically by 
the runtime and OS
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Target Scales

and low energy) adaptive and deterministic routing, and is highly partitionable into subnetworks
with different topological properties. Consequently it forms a firm basis for topology and network
design exploration.

Table 6: System balances for notional X-caliber based systems.
Deployment Nodes Topology Compute Mem BW Injection BW Bisection BW

Module 1 N/A 8 TF/s 3 TB/s 1 TB/s N/A
Deployable Cage 22 All-to-All 176 TF/s 67.5 TB/s 22.5 TB/s 31 TB/s

Rack 128 Flat. Butterfly 1 PF/s .4 PB/s 0.13 PB/s 0.066 PB/s
Group Cluster 512 Flat. Butterfly 4.1 PF/s 1.6 PB/s 0.52 PB/s 0.26 PB/s

National Resource 128k Hier. All-to-All 1 EF/s 0.4 EB/s 0.13 EB/s 16.8 PB/s
Max Configuration 2048k Hier. All-to-All 16 EF/s 6.4 EB/s 2.1 EB/s 0.26 EB/s

Table 6 shows the balance of potential X-caliber based systems (in non-sprint mode) enabled
by these topologies. The largest potential machines will face scaling challenges not found systems
consisting of a small handful of racks. While we believe X-caliber will provide the proper building
blocks for this scalability, this research will not focus on systems of that size. However, the DOE
Exascale Initiative may provide further investment in machines at the largest scale scale.

Finally, we propose two forms of introspective self-optimizing behavior that we will explore
in Phase 1. The first relates to active power management of the network. We have two primary
concepts to be explored in this regard. One is the concept of an active topology - the subnetwork
that is powered at any given time. As traffic patterns emerge, network links and available buffers
may be locally powered for short periods of time to dissipate congestion. By augmenting this
concept with local distributed control mechanisms (for example congestion detection) the energy
signature of the network can track the workload rather than network size. This concept is further
extended to consider the ability of Merlin to support several power states. Many large scale regular
problems have predictable load points and the Merlin components can be transitioned between one
of a few power states. This program will explore the alternatives for implementation and control,
for example, power states may correspond to modulating Merlin bisection bandwidth as a function
of node injection bandwidth demand. Research questions concern the granularity of control (e.g.,
per port) and source of control (e.g., automatic vs. software driven). Design questions concern
maintaining low overhead livelock and deadlock free routing in the presence of power state and
topology changes.

The second form of introspective, self-optimizing behavior is the use of adaptive routing.
Such protocols must balance resource utilization, should not increase the power requirements, and
should be matched to the progression of active topologies described above. Adaptivity is a mech-
anism that is also used for fault tolerant operation in the presence of link and switch failures. Our
overall philosophy is to start with link-level reliability (coding and retry) and keep fault recovery
local to a Merlin component. This requires hardware support for error detection and recovery by
extracting messages from the network buffers and reinjecting to follow an alternative, active route.
While such a philosophy can avoid link failures, switch failures require more comprehensive re-
covery mechanisms such as an optional end-to-end reliable protocol or X-caliber’s checkpoint and
recovery mechanism.

26

• Rack Scale
– Processing:128 Nodes, 1 (+) PF/s
– Memory:

• 128 TB DRAM
• 0.4 PB/s Aggregate Bandwidth

– NV Memory
• 1 PB Phase Change Memory (addressable)
• Additional 128 for Redundancy/RAID

– Network
• 0.13 PB/sec Injection, 0.06 PB/s Bisection
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X-caliber Software Stack

will be required to create the first generation of ParalleX users. PXI is a minimalist API with se-
mantic constructs that expose the underlying model. As the runtime system and architecture take
over the responsibilities of some of the explicit PXI commands, they will be retired while a thin
Agincourt layer built on top of PXI will simplify some programming tasks.

2.4.4 Software

Agincourt

PXI

ECL++

ECLlib

MPI
Programming 

Methods

PXlib

HPX ACL
Runtime 
System

Operating 
System

HPX SCL

XOS

ECL++ Traditional 
Compiler

Compilers

Figure 14: X-caliber software stack.

The X-caliber software architecture is designed to
deliver the full benefits of the innovative hardware
architecture and novel execution model described
above. While the software stack resembles a tradi-
tional layered approach, our strategy will be guided
by two differentiating principles.

First, our approach supports codesign across
all layers of the software. Current layered ap-
proaches are inefficient, largely because the inter-
faces provided by the lower layers of the stack are
immutable. This situation creates inefficiencies,
as much computation and energy is spent adapting
one layer to another. Some of this efficiency can be
regained by building better interfaces across layers
and by providing the ability to shortcut interfaces
between layers to gain performance and reduce energy consumption.

Second, our software stack will support continuous self-awareness and adaptation. Modern
systems are too complicated for a fixed, pre-programmed execution strategy to result in an efficient
computation. Rather, a computation should be viewed as a continuous optimization process, where
different subsystems report status and various feedback loops work to improve performance. While
modern systems have many such feedback loops (cache management, memory management, CPU
scheduling, etc.), they mostly work in isolation from each other and are not necessarily driven by a
common set of objectives or a unified execution model. Achieving performance on future systems
will require a much more coordinated approach, based on much better observed data at run-time.

2.4.4.1 Innovative Strategy The Software stack of X-caliber will achieve the program goals
by focusing on meeting the following challenges:

Deliver performance and scalability to applications. We shall do this by providing the neces-
sary components that enable the ParalleX execution model. We will adopt a lightweight
approach composed of simple, modular software components that interact and coordinate
to achieve the complex behaviors required to meet the required levels of performance and
scalability.

Reduce the power consumption of the system. We shall do this by making power a first-class
resource in the system and by providing multiple optimizations for power. In particular,
we shall explore optimizations that reduce data movement in the system, reduce the cost of

39
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Graph500: We can’t optimize what we don’t measure
• To announced at ISC’10, first list at SC10 

– submission open until 11/8
• Three kernels under discussion

– Search: Concurrent Graph Traversal
– Optimization: Single Source Shortest Path
– Edge-Oriented: Maximal Independent Set

• Five “business area” data sets
– Cybersecurity, Medical Informatics, Data Enrichment, Social 

Networks, Symbolic Applications
• International, Multidisciplinary Steering Committee

– Jim Ang, David Bader, Brian Barrett, Jon Berry, Bill Brantley, Almadena 
Chtchelkanova, John Daly, John Feo, Michael Garland, John Gilbert,Bill Gropp, 
Bill Harrod, Bruce Hendrickson, Jure Leskovec, Bob Lucas, Andrew Lumsdaine, 
Mike Merrill, Hans Meuer, David Mizell, Shoaib Mufti, Richard Murphy, Nick 
Nystrom, Fabrizio Petrini, Wilf Pinfold, Steve Poole, Arun Rodrigues, Rob 
Schreiber, John Simmons, Marc Snir, Thomas Sterling, Blair Sullivan, T.C. Tuan, 
Jeff Vetter, Mike Vildibill
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Thank You!
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