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An Architect’s Worry about the Exascale Era:
As Told by MIT Alumni

Step 1: Choose your favorite MIT Alumni’s Computer from the 
early 1990s as your compute node... errr swim lane

Friday, September 16, 2011



Step 2: Pick your favorite MIT Alumni’s network topology and wire 
up whatever bandwidth you think you can afford

An Architect’s Worry about the Exascale Era:
As Told by MIT Alumni (continued)
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Step 3: Mix in MPI... and a touch of your favorite MIT Alumni’s 
Alternative Programming Model

An Architect’s Worry about the Exascale Era:
As Told by MIT Alumni (continued)
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We all know this approach is subject to criticism...

An Architect’s Worry about the Exascale Era:
As Told by MIT Alumni (continued)
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Motivation
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Memory Trends are Terrible... Memory Determines Performance

Memory Capacity Trend

7DOE Arch Workshop Aug. 2, 2011

Bytes per Flop (Peak)

Systems are getting less memory rich
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Order of Magnitude Reduction in 
Less Than 10 Years
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31DOE Arch Workshop Aug. 2, 2011

TEPS vs Problem Size
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3 Order of Magnitude Increase in Problem Size

Only 1 Order of Magnitude Increase In Performance
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Most Physics Applications Primarily Do SLOW Memory References
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Application Properties: FLOPS and Locality
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Application Properties: Concurrency 

10
100

10 Instruction Threads offer more 
parallelism but require 0.9 (FP) and 0.5 
(Int) synchronizations/instruction

Strong Scale: 2 orders 
of magnitude to be 
more power-efficient

Weak Scale: the rest 
(3+)
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Today’s Main Supercomputer Architecture Challenge
•Cannot source and sync the 
network and CPU 
simultaneously
–Because the CPU goes to 

memory every:
• 100 instructions (on a good 
day)

• < every 10 instructions (for a 
“hard” problem)

•Commercial accelerators 
suffer the same problem

•“Data” devices are equally 
starved (HDDs, SSDs, etc.)
–Real industry (e.g., “cloud”) 

problems are entirely I/O bound 
with < 2% processor utilization

CPU

Memory

NIC

Friday, September 16, 2011



We Need a Radical System Reorganization... and 
memory abstraction is the key

•We need to be able to 
source/sync lots of data to/
from the memory system 
independently

•Memory abstraction is 
required
–Can be distributed among 

memory devices
–Other alternative is 

centralized through the 
processor

–Memory’s the only space 
with enough “state” to hold 
the current state of all 
memory words

–Creates a more composable 
system

CPU

Unified Interface

NIC

Accelerators Peripherals

Mem Mem

Mem
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But you’re a supercomputer guy... there’s no faster 
path to bankruptcy than trusting a supercomputer guy

•Commercially (and in the government) compute capability 
doubles every 14 months
–But data doubles every 9
–Is this the “data wall”?

•Five Business Areas You Should Not Ignore
–Cybersecurity
–Medical Informatics
–Data Enrichment
–Social Networks
–Symbolic Networks

•New benchmark for “big-data” problems: graph500
–www.graph500.org

Friday, September 16, 2011
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X-caliber Rack Scale Prototype

and low energy) adaptive and deterministic routing, and is highly partitionable into subnetworks
with different topological properties. Consequently it forms a firm basis for topology and network
design exploration.

Table 6: System balances for notional X-caliber based systems.
Deployment Nodes Topology Compute Mem BW Injection BW Bisection BW

Module 1 N/A 8 TF/s 3 TB/s 1 TB/s N/A
Deployable Cage 22 All-to-All 176 TF/s 67.5 TB/s 22.5 TB/s 31 TB/s

Rack 128 Flat. Butterfly 1 PF/s .4 PB/s 0.13 PB/s 0.066 PB/s
Group Cluster 512 Flat. Butterfly 4.1 PF/s 1.6 PB/s 0.52 PB/s 0.26 PB/s

National Resource 128k Hier. All-to-All 1 EF/s 0.4 EB/s 0.13 EB/s 16.8 PB/s
Max Configuration 2048k Hier. All-to-All 16 EF/s 6.4 EB/s 2.1 EB/s 0.26 EB/s

Table 6 shows the balance of potential X-caliber based systems (in non-sprint mode) enabled
by these topologies. The largest potential machines will face scaling challenges not found systems
consisting of a small handful of racks. While we believe X-caliber will provide the proper building
blocks for this scalability, this research will not focus on systems of that size. However, the DOE
Exascale Initiative may provide further investment in machines at the largest scale scale.

Finally, we propose two forms of introspective self-optimizing behavior that we will explore
in Phase 1. The first relates to active power management of the network. We have two primary
concepts to be explored in this regard. One is the concept of an active topology - the subnetwork
that is powered at any given time. As traffic patterns emerge, network links and available buffers
may be locally powered for short periods of time to dissipate congestion. By augmenting this
concept with local distributed control mechanisms (for example congestion detection) the energy
signature of the network can track the workload rather than network size. This concept is further
extended to consider the ability of Merlin to support several power states. Many large scale regular
problems have predictable load points and the Merlin components can be transitioned between one
of a few power states. This program will explore the alternatives for implementation and control,
for example, power states may correspond to modulating Merlin bisection bandwidth as a function
of node injection bandwidth demand. Research questions concern the granularity of control (e.g.,
per port) and source of control (e.g., automatic vs. software driven). Design questions concern
maintaining low overhead livelock and deadlock free routing in the presence of power state and
topology changes.

The second form of introspective, self-optimizing behavior is the use of adaptive routing.
Such protocols must balance resource utilization, should not increase the power requirements, and
should be matched to the progression of active topologies described above. Adaptivity is a mech-
anism that is also used for fault tolerant operation in the presence of link and switch failures. Our
overall philosophy is to start with link-level reliability (coding and retry) and keep fault recovery
local to a Merlin component. This requires hardware support for error detection and recovery by
extracting messages from the network buffers and reinjecting to follow an alternative, active route.
While such a philosophy can avoid link failures, switch failures require more comprehensive re-
covery mechanisms such as an optional end-to-end reliable protocol or X-caliber’s checkpoint and
recovery mechanism.

26

•Rack Scale
–Processing:128 Nodes, 1 (+) PF/s
–Memory: 128 TB DRAM

• 0.4 PB/s Aggregate Bandwidth
–Network

• 0.13 PB/sec Injection, 0.06 PB/s Bisection

•Two outputs of the project:
–Advanced Memory System

• Embedded Memory Processor
–ParalleX Execution Model

• Sandia ParalleX Runtime (SPR)
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XGC: Approach via Five Thrust Areas
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cores in the cluster and has several options in how the cores are used. First, the cores can be used

to operate on completely independent data. Second, the cores can be ganged together to operate in

lockstep to allow multiple identical operations to proceed with much lower synchronization over-

head. Third, tasks can be allocated in a producer/consumer model using hardware mailboxes to

stream data through the cores. This flexibility allows the processing to adaptively adjust to the

requirements of different applications. The functionality of the hardware thread manager is a key

research component of X-caliber.
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Figure 8: Notional core cluster for the com-

pute intensive processor.

It is anticipated that the performance of CIP

will need to be artificially limited in order to reach

thermal and power requirements for the module.

Due to this, normal operating frequency will be

1.5 GHz, but maximum frequency will be closer

to 2.5 GHz. X-caliber will take advantage of this

by using aggressive thermal monitoring and man-

agement to enable two forms of sprint modes. The

first form, which can be sustained indefinitely, is

to pair cores and allow one of those cores to run

at 2.5 GHz as long as the other is turned off. This

maintains a constant peak power output, but may

result in thermal hotspots. To alleviate this, we will

investigate ways to ping-pong compute between

the paired cores. In this way, each core would op-

erate for a time before moving thread state to the

paired core, which would then continue computa-

tion. This mode would allow applications which

cannot take advantage of the available the paral-

lelism to achieve higher performance. This mode could be specified by the compiler, and/or auto-

matically enabled when only a small number of threads are present.

The second form of sprinting would allow any core to accelerate to 2.5 GHz for very short

periods of time. This would increase instantaneous power draw and would rely on thermal inertia

to keep from overheating. The thermal state would be closely monitored and sprint mode would

be turned off as thermal limits were met. This sprint state is useful for moving through Amdahl

regions of code, which could be marked by the compiler. The extreme of this mode is to sprint

whenever allowed by the thermal state.

2.4.1.3 Network The network is built from a single integrated component referred to as Merlin.

For energy efficiency, Merlin consists of an integrated network interface controller (NIC) and 21

port router. The Merlin component benefits from the advances in 3D stacking and silicon photonics

and consists of one or more logic layers coupled to a photonics carrier using 3D integration. The

relatively small number of ports in the router allows a more energy efficient implementation com-

pared to a separate larger router, by reducing the on-chip interconnect lengths (and thus power).

Each module contains two Merlin components, which serves to increase interconnect bandwidth,

24

(4) System Software - enabling a new model of computation

(5) Application Drivers

Safety and 
Security Reentry Circuity Graph Stream
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will need to be artificially limited in order to reach

thermal and power requirements for the module.

Due to this, normal operating frequency will be

1.5 GHz, but maximum frequency will be closer
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by using aggressive thermal monitoring and man-

agement to enable two forms of sprint modes. The

first form, which can be sustained indefinitely, is

to pair cores and allow one of those cores to run

at 2.5 GHz as long as the other is turned off. This

maintains a constant peak power output, but may

result in thermal hotspots. To alleviate this, we will

investigate ways to ping-pong compute between

the paired cores. In this way, each core would op-

erate for a time before moving thread state to the

paired core, which would then continue computa-

tion. This mode would allow applications which

cannot take advantage of the available the paral-

lelism to achieve higher performance. This mode could be specified by the compiler, and/or auto-

matically enabled when only a small number of threads are present.

The second form of sprinting would allow any core to accelerate to 2.5 GHz for very short
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2.4.1.3 Network The network is built from a single integrated component referred to as Merlin.

For energy efficiency, Merlin consists of an integrated network interface controller (NIC) and 21

port router. The Merlin component benefits from the advances in 3D stacking and silicon photonics

and consists of one or more logic layers coupled to a photonics carrier using 3D integration. The

relatively small number of ports in the router allows a more energy efficient implementation com-

pared to a separate larger router, by reducing the on-chip interconnect lengths (and thus power).

Each module contains two Merlin components, which serves to increase interconnect bandwidth,
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(4) System Software - enabling a new model of computation

(5) Application Drivers

Safety and 
Security Reentry Circuity Graph Stream
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X-caliber Node Architecture (Enabling Memory Abstraction)

of data movement, and increase the available concurrency. It accomplishes this not only through

architectural advances, but also through a novel programming model (described in Section 2.4.3).

The architecture will be codesigned with the execution model and applications to provide the best

performance and energy efficiency to solve the critical challenges facing the nation. This section

describes the departure point for this architectural exploration.

It is estimated that in the 2017 timeframe, more energy will be required to move data operands

than to perform the actual computation [30]. Given this trajectory, X-caliber is fundamentally

designed to reduce the amount of data movement in the system; where data movement is still nec-

essary, X-caliber strives to minimize the energy required to move the data. To meet the goal of

Ubiquitous High Performance Computing in a performant and energy efficient manner requires a

revolutionary change in the memory and network subsystems. The core enabler for these advances

is a radical new memory architecture designed from the ground up to significantly reduce the

energy per bit expended in accessing memory. The new memory architecture is coupled with ad-

vances in the interconnect to minimize data transmission energy. This is done by utilizing a highly

integrated network component which takes advantage of the latest advances in silicon photonics

and advanced packaging.
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Figure 4: X-caliber scalable module architecture

The X-caliber architecture is based on the scalable module shown in Figure 4. It is made of

three main classes of components: memory (both DRAM and non-volatile), processors (P and

EMU in figure) and an integrated NIC/router. The on-module connections are made using an en-

ergy optimized memory network, and each component exists as an equal peer. In addition, each

DRAM memory cube (M in figure) is connected to a non-volatile memory cube (not shown in

figure), which provides additional storage capacity and resiliency features (see Section 2.4.1.1.1).
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Memory System (M) and Embedded Memory 
Processor (EMP)

•Two computation Units
– Right next to the DRAM vault memory 

controller (VAU)
– To aggregate between DRAM vaults 

(EMP)
• “Memory Network” Centric
•Homenode for all addresses

– Owns the address, data, and its state, 
“coherency”

•Three Control-Flow Options
– In the Processor (“Memory is the 

Accelerator”), conventional
– In the Memory System (“Processor is 

the Accelerator”), our approach
– Both, probably un-programmable

•At 1-2 GHz, 4 EMPs per vault
•64 vaults
•2-4K threads per node in the 
memory system!
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Hybrid Memory Cube (HMC)

Notes: Tb/s = Terabits / second
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Intel Debuts More Powerful Chips for Cloud
Computing
By David Zielenziger

Intel, the world's biggest chipmaker, introduced new low-power and multi-core
chips specifically designed for cloud computing applications. Some could have as
many as 50 core processors.

The new Hybrid Memory Cube deploys a stacked-memory configuration that
effectively forms a cube that can support rates of data transfer as high as a trillion
bits per second.

The Cube would be ideal for so-called cloud computing applications, permitting
users to send or receive information, including video, from wireless devices like
smartphones and tablets, Chief Technology Officer Justin Rattner told the Intel
Developers Forum in San Francisco.

Santa Clara, Calif.-based Intel has been using dual-core chips on laptop PCs and
other devices since 2006. The Cube chips, co-designed with memory specialist
Micron Technology, permit as many as eight cores to start, with options to reach
as many as 50 cores to run in parallel with low power.

The Intel moves are in partial response to Apple's success with the iPad product
line, which uses cores designed by Britain's ARM Holdings.

Intel, which sells chips for Mac laptops, this week also targeted the market for
tablets in new alliances with both Google and Microsoft.

The new Cube will run Javascript in parallel, which ought to permit programmers
to devise faster and richer apps for new products, Rattner said.

For the cloud, Intel also showed a new Long Term Evolution (LTE) base station
for 4G services that would function along with the new multicore chips for China
Mobile.

The semiconductor maker also showed the Near-Threshold Voltage Processor,
which uses extremely low-power voltage circuits to drive consumption below 10
milliwatts. However, this chip is just a concept processor that won't enter
production.

Instead, Intel will attempt to use its technology across a wide range of other
products, Rattner explained.

Intel shares were at $21.65, up 2.5 percent, in late Thursday trading.
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System Balance
• System Balance

– Because we’re memory centric, we’re focused on bandwidth, 
capacity, and scalability of the memory system (near and far)

– X-caliber compared to the state of the art (scaled to 2018):
• 5X the FLOPs of Red Storm
• 2X the memory capacity
• Similar network bandwidth ratio

– Other approaches (aggregate from what I’ve seen):
• 10X the FLOPs of Red Storm, Half or less the memory capacity

System Injection BW FLOPS B/F Ratio Comment

X-caliber 133 TB/s - 266 TB/s 1.0 - 1.4 PF/s 0.095 - 0.266 1.21 - 3.38 Adaptive

Typical 
Exascale 
Thinking

205 TB/s 2.6 PF/s 0.0788 0.82 - 0.30 Static
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Execution Model Instantiation as a Runtime
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Execution Model Onion

Naming
Comm

Work Movement

Data Movement

Threads 
& Synch

Resilience

System-adaptivity
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Where are we departing from the roadmap?
Element ParalleX GPUs Stylized CSP PGAS

Concurrency Threads/Codelets SIMD/lock-step 
threads

Ranks/
Processes

Processes

Coordination Lightweight 
Control Objects
(fine-grained)

Local Memory/
Explicit

BSP BSP

Movement of Work: Parcels
of Data: PGAS + 
Bulk

Bulk Data 
Transfer (weak 
memory system)

Bulk Data 
Transfer

Data Only (load 
+ store)

Naming Global Name 
Space
Global Address 
Space

Global Address 
Space

Explicit by 
Rank

Global Address 
Space

Introspection 
and Adaptivity

System 
Knowledge 
Graph/Dynamic

None/Static None/Static None/Static
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Early Results

6 Challenge Problems

6.1 Enhanced Memory System Results
A series of simulations were undertaken to examine the effect of advanced memory and computation-

in-memory. In these simulations we examined a many core processor with 64 to 144 lightweight

(dual issue) cores. This processor was connected to a single simulated memory cube by a series

of high speed serial links. Memory cube performance and power was based on projections of the

Micron HMC memory part. For a baseline, we compared against similar processors with four con-

ventional DDR channels, each with two DIMMs. These DIMMs were provisioned to have very

aggressive timing parameters, with DDR3 cycle times and a 1.5GHz clock. Two benchmarks were

chosen - GUPS, which is extremely memory intensive, and miniMD, a more computationally in-

tensive and cache friendly molecular dynamics code. These codes were used to test the simulation

infrastructure (GUPS as a stand-in for the graph problem and miniMD for molecular dynamics).

We are currently in the process of building and running our additional challenge-problem stand-

ins. Simulations evaluated the performance (time to solution) and energy efficiency (energy to

solution) of the memory system (L2 cache to DRAM cell)
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Figure 11: Summary of a limited subset of preliminary results.

The simulation results demonstrated the high potential of an advanced memory part. The mem-

ory intensive GUPS benchmark was roughly five times faster than conventional DDR when using

the serial-attached memory and 7.5x faster when using processing-in-memory functionality. The

more significant impact was in energy efficiency, where a serial-attached stacked memory was 6.5-

10.2x more energy efficient and a PIM approach was 8.6x to 18.1x more efficient. Even the cache-

friendly (up to 99.5% dL1 Cache Hit Rate) miniMD benchmark shows noticeable improvements.
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Early Results

6 Challenge Problems

6.1 Enhanced Memory System Results
A series of simulations were undertaken to examine the effect of advanced memory and computation-

in-memory. In these simulations we examined a many core processor with 64 to 144 lightweight

(dual issue) cores. This processor was connected to a single simulated memory cube by a series

of high speed serial links. Memory cube performance and power was based on projections of the

Micron HMC memory part. For a baseline, we compared against similar processors with four con-

ventional DDR channels, each with two DIMMs. These DIMMs were provisioned to have very

aggressive timing parameters, with DDR3 cycle times and a 1.5GHz clock. Two benchmarks were

chosen - GUPS, which is extremely memory intensive, and miniMD, a more computationally in-

tensive and cache friendly molecular dynamics code. These codes were used to test the simulation

infrastructure (GUPS as a stand-in for the graph problem and miniMD for molecular dynamics).

We are currently in the process of building and running our additional challenge-problem stand-

ins. Simulations evaluated the performance (time to solution) and energy efficiency (energy to

solution) of the memory system (L2 cache to DRAM cell)
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Figure 11: Summary of a limited subset of preliminary results.

The simulation results demonstrated the high potential of an advanced memory part. The mem-

ory intensive GUPS benchmark was roughly five times faster than conventional DDR when using

the serial-attached memory and 7.5x faster when using processing-in-memory functionality. The

more significant impact was in energy efficiency, where a serial-attached stacked memory was 6.5-

10.2x more energy efficient and a PIM approach was 8.6x to 18.1x more efficient. Even the cache-

friendly (up to 99.5% dL1 Cache Hit Rate) miniMD benchmark shows noticeable improvements.
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Bonus Material

Friday, September 16, 2011



Memory Capacity Trend

7DOE Arch Workshop Aug. 2, 2011

Bytes per Flop (Peak)

Systems are getting less memory rich

!"!#

!"#!

#"!!

#!"!!
#$
#$
#%
%&

#$
#$
#%
%'

#$
#$
&!
!!

#$
#$
&!
!(

#$
#$
&!
!)

#$
#$
&!
#&

!"
#$
%&
'(
)*

+,-
*$

./
0

*+,-./+0123 40123/+0123 *+3+561+7+689

Order of Magnitude Reduction in 
Less Than 10 Years

Friday, September 16, 2011



31DOE Arch Workshop Aug. 2, 2011

TEPS vs Problem Size
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TEPS vs Problem Size
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TEPS vs Problem Size
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