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Abstract
In direct molecular dynamics methods the nuclei are moving classically, using Newton equation of motion, on the quantum mechanical potential energy surface obtained from electronic structure calculations. This
potential energy surface has to be recalculated every time the nuclei change their position. In order to obtain a meaningful trajectory one has to perform several thousands of electronic structure calculations. We
demonstrate in this work (a) how the electronic structure can be propagated without diagonalization in our Liouville-von Neumann molecular dynamics scheme, (b) how to cast our problem to GPU In a code that

combines Fortran, CUBLAS library and CUDA kernels.
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The propagation of density matrix is performed in Cholesky orthogonalized basis set. Yir THSE
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Objectives: « CUBLAS for matrix multiplication . . :
- Get the calculations done faster (very efficient) ' ) Eﬂﬁ%;ﬁ;li;ﬂg:ggﬁéﬁ ;%rt?lnii;i;gl alrix
- connect GPU code with main program Fortran code + CUDA kernel for transpose - problem size, scaling
(Gaussian, legacy electronic structure codes) e C code that calls kernels Padding lmpﬂﬂam
- Use existing, efficient libraries whenever possible « Wrappers in C to bind with the top layer Fortran data size may affect performance
(let others do optimization) code (build as a static library) Data pattern - exploit if possible

Use libraries (use existing and create your own to
save future work)

CPU vs

CPU code:
oxIntel Quad Xeon 2.5GHz + multithreaded MKL

« CPU+GPU:
C1060 (30 DP & 240SP cores) 1.3GHz+ CUBLAS & CUDA

d Speedup: CPU vs GPU is ~ 2 for DP, ~10 for SP

GPU: P1=P0+g(F0) P2=P1+g(F1)

i

nvce transpose.cu (nvce also uses pg(CC)
pgCC —c jacek.C -o libjacek.o
pgfoo program.F libjacek.o —Ilcudart —Ilcublas

- Density (P): one transter GPU > CPU w host code device kernel
- Fock (F): one transfer CPU > GPU (CUDA) ’;I>(—glﬂhﬂl_)
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