
PaRSEC is a generic framework for architecture aware scheduling 

and management of micro-tasks on distributed many-core 

heterogeneous architectures. Applications we consider can be 

expressed as a Direct Acyclic Graph of tasks with labeled edges 

designating data dependencies. DAGs are represented in a 

compact, problem-size independent format that can be queried 

on-demand to discover data dependencies, in a totally distributed 

fashion. PaRSEC assigns computation threads to the cores, 

overlaps communications and computations and uses a dynamic, 

fully-distributed scheduler based on cache awareness, data-locality 

and task priority. We demonstrate the efficiency of our approach, 

using several micro-benchmarks to analyze the performance of 

different components of the framework, and a linear algebra 

factorization as a use case.
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