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Parallel Task-locall/o =

& Usage Examples:

....'-‘ =Check-point files, restart files
...‘E-. =Result files, post-processing
EEEHDHEER Daatypes:

=Simulation data (domain-decomposition)
======= =Performance data (e.g. trace data of parallel

performance tools)

Serial
program Appllcatlon
A
L

ogical

Physical
./checkpoint/file.0001 multi-file

- #files: O(10°)

./checkpoint/file.nnnn

Parallel file system

JICS/GRS Workshop, 25-27 April 2012 2



The Showstopper for Task-local I/O: 0 JUL'CH

Parallel Creation of Individual Files

_ create+open, shared (SION) —+——
1000 | create, indiv. (POSIX) —*—

w ,
-g :
£ 100 | 5
% L .
s |
o i : : ]
! ‘-
4k 8k 16k 32k 64k 128k 288k
Jugene + GPFS: file create+open,
#asks one file per task versus one file per I/O-node

= Contention at node doing directory updates (directory meta-node)

= Pre-created files or own directory per task may help performance,
but does not simplify file handling > shared files

= Complicates file management (e.g. archive) are mandatory
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Overview

= |ntroduction

= Parallel task-local I/O

= Parallel file creation
SIONIib

= [ntroduction and features
= Scalability

= Meta-data walls

= Shared resources

= SIONIib & task mapping
Conclusion
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SIONIib: Overview & File Format
= Self-describing container format for task-local binary data
= Meta data handling (offset and data size, big/little endian, ...)
= Multiple chunks per task
=  Automatic alignment to file system blocks
= Transparent support of multiple physical files
= File coalescing: support for collective 1/O

e @ @ @
LI

|
\ 4 i + \ 4 + +
chunk 1| chunk 2 |...|chunkn|chunk 1| chunk 2 |...|chunkn

data data EEE dataldataldata s date

block 1 block 2

Shared
file
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SIONIib: Architecture & Example

A )OLICH

Application

L

callbacks

Parallel generic API

callbacks

Serial API

SIONIib

e Extension of ANSI C-API

 C and Fortran bindings,
implementation language C

e Current version: 1.3p5

* Open source license:
http://www.fz-juelich.de/|sc/sionlib

FORSCHUNGSZENTRUM
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[* fopen() = */
sid=sion_paropen_mpi( filename , “bw*,

&numfiles, &chunksize,
gcom, &lcom, &fileptr, ..

[* fwrite(bindata,1,nbytes, fileptr) = */
sion_fwrite(bindata,1,nbytes, sid);

[* fclose() > */
sion_parclose_mpi(sid)

);



http://www.fz-juelich.de/jsc/sionlib

SIONIib: Scaling on Full-System (BG/P)
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1/0-nodes

tasks
tasks
tasks
tasks
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TON=64

ION=128
ION=256
ION=512

(B} SIQN_MJ@_

write
write
write
write
write

16k

32k
# tasks

64k

128k

JUGENE: Total bandwidth (write) scaling, one file per 1/0-node (ION), varying the number of

tasks doing the 1/0
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SIONIib: Applications
Applications
DUNE-ISTL:  Multigrid solver, Univ. Heidelberg (restart)
I'TM: Fusion-community (restart)
LBM: Fluid flow and mass transport, Univ. Marburg (restart)
MP2C: Massively Parallel Multi-Particle Collision Dynamics,
(restart, output files)
OSIRIS: Fully-explicit particle-in-cell code (restart)
PSC: SIONIib 1/0-module for particle-in-cell code
PEPC.: Pretty Efficient Parallel Coulomb Solver (restart, output)
Profasi: The Protein folding and aggregation simulator
(I/O layer for high frequent I/O of small chunks)
Tools
Scalasca: Performance

Analysis

Global
analysis result
Local event |.J
traces II

LINKtest: Large scale MPI P2P bandwidth benchmark,
communication matrix, Salsa-viewer
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Touching the Limit again: 0JUL'CH

Number of Tasks per Shared File (l)

Meta-data wall on file level

*File meta-data management Hocks

*Locking csocks (TTL LT TL LT I L LI T
450 M\*\ : ]

Example Blue Gene/P w0o | \\%\:

=Jugene (72 racks) 350 | |

|
=|/O forwarding nodes (ION) 300 |

bandwidth/ION [MB/s]

=GPFS client on ION 250 |
=Solution: 200
— tasks : files ratio ~ const 150 | e
ead: POSIX individual ——
H . i d: SION h d —_—— !
9 SIONIIb 100 ::d: FPOSIX zh:::d
1 ite: POSIX indivi —_—n
one _fll_e per ION | 50 | Wite: SION  shared
Implicit task-to-file mapping o LWite: POSIX shared  ——
2 4 8 16 24 3z
#|0ONs
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Touching the Limit again: 0JU'-'CH
Number of Tasks per Shared File (Il

= Example Lustre

= Shared file distributed over multiple 1/O servers (OST, Object
Storage Target)

= Meta-data synchronization between OSTs during write
= Solution: no distribution over OSTs (stripe count - 1)
= SIONIib: One file per OST, pre-create mapping

Juropa, Write Bandwidth per Task Jaguar, Write Bandwidth per Task
" single file using multiple OSTs —— ) [ 20 | " single file using multiple OSTs ——v
a0 one file per OST —— 1 one file per OST ——
. 60 |
_— 4‘} I _—
1n i 50 |
3 3
T 3 s 40
E E
g 20 | g ¥
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# 0OSTs #0STs
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Challenges at Large Scale. 1IN0
File System as a Shared Resource

= |/O of one application: typically parallel, synchronous and uniform
= File system is used by several applications at a time

—> different load on different I/O servers (OSTSs)

- load imbalance in parallel 1/O of one application

Mapping to
OSTs

1ol8

|

Application 1 m Application 2 D I_ |_| —‘ r Application 3

JICS/GRS Workshop, 25-27 April 2012 11

-]

L0

-

Bandwidth
per OST




Challenges at Large Scale: 0JUL'CH
File System as a Shared Resource

Jaguar: write time per task, avg. of 10 sample runs a 768 tasks
800 .
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Jaguar, Write Time per OST
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Challenges at Large Scale: ~ iomem
File System as a Shared Resource
= Optimization:
—> Dedicate I/O servers to applications

- Uniform mapping: applications — I/O server
= Application and I/O topology - task mapping

-
7]
-

Mapping to
OSTs
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Challenges at Large Scale: 0 JUL'CH
(I/0) Network as a Shared Resource

= Two network topologies (Torus + Fat Tree)

= Contention and cross traffic caused by multiple 1/O streams
= Solution
= “l1/O zoning”
= Topology-
aware task
mapping
= SIONIib
= Task-to-file
mapping
= multi-physical
files

== Nearest I/O-network switch
nearest I/0O-forwarding node

- On Jaguar: David A. Dillow, Galen M. Shipman, Sarp Oral:
I/0 Congestion Avoidance via Routing and Object Placement
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Challenges at Large Scale: 0 JUL'CH
(I/0) Network as a Shared Resource

Jaguar, Node vs OSS, Write Time Jaguar, Node vs OSS, Read Time
a5 I 35
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0 0
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0SS # 0SS #

JAGUAR: 768 tasks writing/reading 90 MB each (average of 3 runs)
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= Example: Blue Gene/P o T
= One file for all tasks connected to same | : E m—

/0 node (Pset) | o

= BG/P runtime provides Pset information:
MPI communicator via MPIX-function

= Additional parameter to SION open
function: local MPI communicator 10GHE Network

= Example: Lustre file system
= One file per I/O server (OST)

= Lustre parameters: stripe count, size and offset
—> Accessible by application

= Lustre forwarding and routing (LNET)
—> Accessible on system level
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Conclusion

= Parallel task-local I/O
= Checkpoints, restarts
= Challenges at large scale
= Management of large number of files
= Meta-data walls
= Usage of shared resources
= SIONIib
= Provides shared file access for task-local parallel 1/0
= Multi-file support to break the meta-data walls
= Supports flexible mapping of tasks to I1/O component
= Approaches for Exa-scale
= Application and topology-aware task-to-file mapping
= “l/O-zoning” on software level (library)
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