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The Earth System is a Coupled System:  The Earth System is a Coupled System:  
What can you hope to predict?What can you hope to predict?

New predictive skill for decadal prediction is needed to inform adaptation 
decisions and better understand the consequences of climate change



    

Low Emission Scenario Topics
• Can we stabilize global warming using the new CCSP Report 2.1a scenarios?
• Can we limit global warming to 2ºC from years 1870 to 2100?
• What are climate change impacts on surface temperature, precipitation, and sea ice?

Conclusion: It is possible to limit global warming to 2ºC from 1870 to 2100 and reduce Arctic sea ice melt 
by using the CCSP level 1 scenario   This will require a substantial decrease in the use of fossil fuels 
starting in the next decade or so.

Temperature Change at the Surface for DJF and JJA
Low Emission Minus Commitment and A2 Minus Commitment

Sea Ice Changes for February, March, April and August, 
September, October

Obs

CCSP SAP 2.1a: CO2 Emission 
Reduction Scenarios

 ~ 70% cut in carbon emissions by 
the end of century

Level 1

Reference

Level 4

Level 3

Level 2



    

Can we evaluate bioenergy scenarios?Can we evaluate bioenergy scenarios?
An ORNL LDRD projectAn ORNL LDRD project

 Considerations of biological Considerations of biological 
suitabilitysuitability

 Quantifying spatial distribution of Quantifying spatial distribution of 
land that:land that:
– Is availableIs available

– Has suitable biological, Has suitable biological, 
environmental conditions to meet environmental conditions to meet 
demanddemand

 Balancing economic constraintsBalancing economic constraints



    

What is the Urgency?What is the Urgency?

• Carbon management is the key challenge 
for mitigating climate change in the next 
century

• Predicting regional climate change and its 
consequences will have great utility in 
adapting to climate change



    

Before and AfterBefore and After
the IPCC AR4the IPCC AR4

 Observational record establishes global warmingObservational record establishes global warming
 Atmospheric climate models establish role of GHG forcingAtmospheric climate models establish role of GHG forcing
 Coupled modeling identifies warming signatures in ocean Coupled modeling identifies warming signatures in ocean 

basins, troposphere basins, troposphere 
 Coupled models project future climates with uncertaintiesCoupled models project future climates with uncertainties
 High resolution studies project first regional effects, heat wavesHigh resolution studies project first regional effects, heat waves
 Lack of clarity on hurricane frequencyLack of clarity on hurricane frequency
 Unable to provide good sea level rise estimates …Unable to provide good sea level rise estimates …
 Unable to balance the carbon budgetUnable to balance the carbon budget
 Unable to incorporate biogeochemistry for impacts on air quality, Unable to incorporate biogeochemistry for impacts on air quality, 

ecosystems, agricultureecosystems, agriculture

The questions we are being asked after AR4 are
more challenging and of a different character



    

Earth System Grid -- International Earth System Grid -- International 
Distribution of Simulation ResultsDistribution of Simulation Results

 International central site: Earth System Grid International central site: Earth System Grid 
– Sponsored by DOE SciDAC project. Integrates major centersSponsored by DOE SciDAC project. Integrates major centers

for supercomputing and analysis coordinated internationally through PCMDIfor supercomputing and analysis coordinated internationally through PCMDI
– IPCC AR4:  12 experiments, 24 models, 17 climate centers, 13 nationsIPCC AR4:  12 experiments, 24 models, 17 climate centers, 13 nations
– C-LAMP experimentsC-LAMP experiments

 Archive status and activity:Archive status and activity:
– 6000 registered users6000 registered users
– Downloaded: Downloaded: 250 Terabytes in 2007250 Terabytes in 2007
– Current contents:Current contents: 100,000 simulated years of data100,000 simulated years of data
– Data sets:Data sets: 1M files, 180 Terabytes1M files, 180 Terabytes
– New portals:New portals: ORNL, NCARORNL, NCAR

 Access point: Access point: https://www.earthsystemgrid.org/https://www.earthsystemgrid.org/

https://www.earthsystemgrid.org/


    

Computational RequirementsComputational Requirements
Issue Motivation Compute Factor
Spatial resolution Provide regional details 103-105

Model completeness Add “new” science 102

New parameterizations Upgrade to “better” science 102

Run length Long-term implications 102

Ensembles, scenarios Range of model variability 10
Total Compute Factor 1010-1012

A Science Based Case for Large-Scale Simulation
(SCaLeS), SIAM News, 36(7), 2003 - David Keyes

Establishing a PetaScale Collaboratory for the Geosciences
UCAR/JOSS, May 2005



    

Early Computers - Weather and Climate are Early Computers - Weather and Climate are 
Signature ApplicationsSignature Applications

   



    

Computational Power - Factor of Computational Power - Factor of 
a billion growth since 1960a billion growth since 1960

Baker 1 PF

Fixed clock speed implies exponential growth of processing threads

Year 2005 2010 2015 2020

Threads 768 184000 793600 3.2M
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 Performance portable: transfers between Performance portable: transfers between 
architectures maintaining performancearchitectures maintaining performance

– Cache – vector reconfigurable data structureCache – vector reconfigurable data structure
– Tunable- Hybrid MPI-OpenMP parallelismTunable- Hybrid MPI-OpenMP parallelism

 2-d patches, blocks, clumps, strips, …2-d patches, blocks, clumps, strips, …
 Vertical columns (load balanced), segmentedVertical columns (load balanced), segmented
 Efficient transpose and regriding operatorsEfficient transpose and regriding operators

 Extensible:  component coupling softwareExtensible:  component coupling software
– Model coupling toolkit (MCT): utility layer for writing Model coupling toolkit (MCT): utility layer for writing 

couplerscouplers
– Attribute vectors and conservative regriding via parallel Attribute vectors and conservative regriding via parallel 

matrix multiplymatrix multiply
 Static load balancingStatic load balancing

Performance portability, extensibility and 
scalability

MPI

OpenMP



    

The Challenge of ScalabilityThe Challenge of Scalability
 Scalability for petascale science Scalability for petascale science 

applicationsapplications
– Physical/ chemical/ biologicalPhysical/ chemical/ biological
– Fine grain parallelism to ~100K Fine grain parallelism to ~100K 

processorsprocessors
– What about 1M processors?What about 1M processors?

 FlexibilityFlexibility
– Component parallelism (MPI – Component parallelism (MPI – 

overlapping), sequential/ overlapping), sequential/ 
concurrentconcurrent

– Roadrunner/ Cell processorRoadrunner/ Cell processor
– IBM BG/P,Q,…IBM BG/P,Q,…
– Load balanceLoad balance
– Paralllel I/O layerParalllel I/O layer
– Checkpoint fault recoveryCheckpoint fault recovery
– Reproducibility traditionReproducibility tradition
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Example Performance Improvement 

Increased MPI parallelism by >9X and performance by over a factor of two. Largest run here 
used 26K cores. Experiments with even larger core counts will be possible once a scalability 

issue in the land component has been addressed. 
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 Eliminating Algorithmic Scalability 
Bottlenecks

CAM scaling for both spectral and finite volume dynamical cores are now limited by 
performance, not artificial algorithmic limitations. Are now addressing these 
performance limiters.

For T85L26 grid and spectral Eulerian dynamics, 
can use 1024 MPI tasks productively, 8 times that of 
the original 128 MPI task limit.

For 2 degree grid resolution and Finite Volume 
dynamics, can use 1024 MPI tasks productively, 
4 times that of the original 256 MPI task limit.
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Software Engineering for CCSM4

Highlight: Performance 
results for CAM show the 
increasing cost of including 
more vertical levels (C1-
C6), a new radiation 
package (C0r), a number of 
new formulations of 
physical processes (C2-C5), 
and full tropospheric 
chemistry (C6). Data shown 
were collected on a Cray 
XT4 with quad-core nodes, 
but similar data were also 
collected on the IBM BG/P. 



    

Computational Methods Computational Methods 
ResearchResearch

 Implicit methods (Evans)Implicit methods (Evans)
– Semi-implicit and fully implicitSemi-implicit and fully implicit
– Newton-Krylov and hierarchical preconditionersNewton-Krylov and hierarchical preconditioners

 Long timestep methods (Archibald, Drake, Fann, Long timestep methods (Archibald, Drake, Fann, 
White)White)
– Semi-LagrangianSemi-Lagrangian
– Exact Linear Part (ELP) methodsExact Linear Part (ELP) methods
– Krylov Differed Corrections (KDC) method Krylov Differed Corrections (KDC) method 
– Parallel in timeParallel in time

 New vertical discretizations (Drake)New vertical discretizations (Drake)
– Lagrangian and isentropic systemsLagrangian and isentropic systems
– Divergence-vorticity formulationsDivergence-vorticity formulations

 Multi-resolution horizontal representations Multi-resolution horizontal representations 
(Archibald, Drake, Fann)(Archibald, Drake, Fann)
– Wavelets and curveletsWavelets and curvelets
– Adaptive SpectralAdaptive Spectral



    

CAM Scalable Dycore Integration & EvaluationCAM Scalable Dycore Integration & Evaluation
M. Taylor (Sandia), K. Evans (ORNL)M. Taylor (Sandia), K. Evans (ORNL)

Cubed-sphere dycores in CAM (with J. Edwards IBM/
NCAR)

– Motivation: more scalable dycores using NCAR's HOMME 

– Process split model with full dynamics subcycling

– Next steps:  evaluation of aqua planet results, interpolation to/from other 
CCSM component grids.  Possible other dycores:  GFDL cubed-sphere, 
CSU Icosahedral

Cubed-sphere dycore improvements:  
– Developed conservative formulation of spectral elements based on 

compatibility.  First dycore in CAM to locally conserve both mass and 
energy.  Shape preserving.

– Developed efficient hyper-viscosity to replaced element based filtering.  

The filter was causing bad grid imprinting in moisture and other fields.        
  

snapshot monthly mean 
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Reference:  M. A. Taylor, J. Edwards, A. St.Cyr,  
Petascale Atmospheric Models for the Community 
Climate System Model: New Developments and 
Evaluation of Scalable Dynamical Cores, J. Phys. 
Conf. Ser. 125 (2008). Highlights of this work were 
featured in the Scientific Discovery section on the 
SciDAC website, a BER Weekly research report and 
an ASCR News Note.

CAM HOMME
Integration and Scalability

Highlight: The CAM atmospheric 
component has been the primary 
obstacle to scaling on massively 
parallel HPC machines.  The cubed 
sphere grid on which the spectral 
element discretization lives provides 
a solution for the scaling problem of 
the poles as well as improved 
accuracy for the dynamical 
simulation.  This dynamical core is 
showing excellent strong (and weak) 
scaling on a variety of systems and 
performing well on Aqua planet 
idealized tests.



03/12/09  
19

(Above) Kinetic energy as a function of wave number k from two 
high-resolution aqua planet simulations (0.25 and 0.125 degree 
average grid spacing at the equator).   The black lines illustrate 
slopes of  k-3 and k-5/3.  The highest resolution simulation has a clear 
well resolved transition from the  k-3 to the k-5/3 regime.

(Right) A snapshot of precipitable water (kg/m2) from a CCSM 
simulation using the HOMME cubed-sphere dynamical core with a 2 
degree average grid spacing at the equator.    

CAM HOMME Evaluation

Highlight: Scalability allowed us to 
perform several multi-year ultra high-
resolution simulations (using 56,000 
BG/L processors for 1 week) .  The 
combination of high resolution and 
conservation properties of 
CAM/HOMME allowed the CCSM, for 
the first time, to capture the observed 
Nastrom-Gage transition in the kinetic 
energy spectrum. 



    

Evaluation of Methods:Evaluation of Methods:
PDEs on the SpherePDEs on the Sphere

April 6-9, 2009, Santa FeApril 6-9, 2009, Santa Fe
 Advection schemesAdvection schemes
 Discretization methodsDiscretization methods
 Comparison study of Comparison study of 

methodsmethods
 Computational Computational 

performanceperformance
 Discussion and proposal of Discussion and proposal of 

test casestest cases
 Global hydrostatic and Global hydrostatic and 

non-hydrostatic modelsnon-hydrostatic models

The choice of numerical method and the resolution still has an appreciable 
effect on the solution even for simple cases.

 Finite volume with 
Lagrangian vertical

– Lat-lon grid (now the 
standard CAM3.5 dycore)

– Cubed sphere grid 
(hydrostatic and non-
hydrostatic - GFDL)

 Spectral element and 
discontinuous Galerkin

– Cubed sphere 
(HOMME/CCSM 
framework)

 Semi-Lagrangian spectral 
with Lagrangian vertical



    

Project:  Scalable and Extensible Earth System Model Project:  Scalable and Extensible Earth System Model 
for Climate Change Sciencesfor Climate Change Sciences

Who are we?  (And what is SciDAC?)Who are we?  (And what is SciDAC?)
 Sponsor:  DOE OBER Climate Change Prediction Program - Dr. Anjuli Bamzai
 Participating Institutions/Senior Personnel
 Lead PI: John B. Drake, Oak Ridge National Laboratory
 Co-Lead PI: Phil Jones, Los Alamos National Laboratory
 Argonne National Laboratory (ANL) Robert Jacob
 Brookhaven National Laboratory (BNL) Robert McGraw
 Lawrence Berkeley National Laboratory (LBNL) Inez Fung*, Michael Wehner
 Lawrence Livermore National Laboratory (LLNL) Phillip Cameron-Smith, Arthur Mirin
 Los Alamos National Laboratory (LANL) Scott Elliot, Philip Jones, William Lipscomb, Mat Maltrud
 National Center for Atmospheric Research (NCAR) Peter Gent, William Collins, Tony Craig, Jean-Francois 

Lamarque, Mariana Vertenstein, Warren Washington
 Oak Ridge National Laboratory (ORNL) John B. Drake, David Erickson, W. M. Post*, Patrick Worley
 Pacific Northwest National Laboratory (PNNL) Steven Ghan, Tim Shippert
 Sandia National Laboratories (SNL) Mark Taylor, Bill Spotz

 Scientific Application Partnerships
 Brookhaven National Laboratory Robert McGraw - “Statistical Approaches to Aerosol Dynamics for Climate 

Simulation”
 Oak Ridge National Laboratory Patrick Worley - “Performance Engineering for the Next Generation 

Community Climate System Model”
 Argonne National Laboratory Kotamarthi Rao - “Developing a uniform set of software tools suitable for 

evaluation of high-end climate models”
 Centers for Enabling Technology Collaborations
 ESG -  Dean Williams - Earth Systems Grid
 PERI – Pat Worley - Performance evaluation and modeling
 VIZ – Wes Bethel - Visualization methods
 TOPS – David Keyes - “Towards optimal petascale simulations”
 iTAPS - Lori Diachin -  “Interoperable technologies for advanced petascale simulations to improve accuracy 

and efficiency”



    

Ice Sheet ModelIce Sheet Model
William Lipscomb (LANL)William Lipscomb (LANL)

• The rate of 21st century ice sheet melting and sea level rise 
is extremely uncertain and is now recognized as a high 
priority for climate models.

• We have coupled the GLIMMER model to CCSM and will 
soon begin climate experiments with a dynamic Greenland 
ice sheet.

•GLIMMER has been added to CCSM, with wrapper code for 
exchanging fields between GLC and the coupler.

• The Community Land Model, CLM, has been modified to 
compute the ice sheet surface mass balance in glaciated 
columns and pass the mass balance to GLC via the coupler.

• More detailed ice dynamics is being added and we will soon 
begin to address ocean/ice interactions.  Figure 8: Greenland topography in GLIMMER

 Figure (a) Reconstructed GIS from the 

last interglacial (Cuffey and Marshall, 
2000), when sea level was about 6 m 
higher than today. (b) Effect of a 6 m sea 
level rise on the southeast United States 
(Weiss and Overpeck, University of 
Arizona).
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The computed variability of 
the sea surface height 
(bottom), shows excellent 
agreement with satellite 
observations (top)

Ultrahigh Resolution Climate Simulation

Highlight: An ultra-high-resolution coupled climate simulation using 
CCSM4/cpl7 is being carried out on the LLNL Atlas (Opteron/Infiniband) 
machine. This is the first simulation of its kind carried out in the US and 
was undertaken as a collaborative effort involving contributions from 
DOE/SciDAC, LLNL and NCAR. The atmosphere is at 0.25-deg 
resolution and the ocean uses a 0.1-deg tripole grid. 



    

CAM3: Tropospheric and stratospheric CAM3: Tropospheric and stratospheric 
chemistry  - chemistry  - J.-F. Lamarque (NCAR)J.-F. Lamarque (NCAR)

Vertical distribution of 
the zonal- mean ozone 
change (1979-2005).  
Color contours are for 
the model results 
(average of 2 
simulations) and line 
contours are from 
TOMS/SBUV.
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Reference:  P.Cameron-Smith, P.Connell, 
A.Mirin, C.Chuang, J.-F.Lamarque, P.Hess, 
F.Vitt, “A Fast Chemical Mechanism and 
Performance Improvements for Coupled 
Chemistry-Climate Simulations”, in preparation.

Fast Chemistry for Climate Modeling

Highlight: Our ”super-fast” 
atmospheric chemistry capability in 
CAM provides consistency and 
feedbacks for: ozone, and sulfate 
aerosol mass at a fraction of the 
computational cost of full chemical 
simulations.  The computational cost 
has been reduced from 450% to 40% 
on the same number of processors. 
Other mechanisms include full 
stratospheric chemistry, methane, and 
nitrous oxide. The plot shows the 
validation of our fast ozone chemistry 
in the stratosphere.  
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Reference:  Gettelman, A., H. Morrison, and S. 
J. Ghan, 2008: A new two-moment bulk 
stratiform cloud microphysics scheme in the 
NCAR Community Atmosphere Model 
(CAM3), Part II: Single-column and global 
results.  J. Climate, 21, 3660-3679.

Aerosols:  The Modal Method

Highlight: Point-by-point comparison 
of anthropogenic increase in Cloud 
Condensation Nuclei (CCN) 
concentrations at a supersaturation of 
0.1%, as simulated by the 3-mode and 
7-mode representations of the aerosol 
in CAM.
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Reference:  Gettelman, A., H. Morrison, and S. J. 
Ghan, 2008: A new two-moment bulk stratiform 
cloud microphysics scheme in the NCAR 
Community Atmosphere Model (CAM3), Part II: 
Single-column and global results.  J. Climate, 21, 
3660-3679.

Aerosols SAP:  The Quadrature 
Method of Moments

Highlight: Validating the QMOM against 
benchmark particle-resolved (PR) simulation 
for general mixing of soot-sulfate populations. 
Dots: 1000-particle samples from 100,000-
particle PR simulation. Circles: quadrature 
abscissas from QMOM. Linear dot arrays and 
green circles: external mixture of fixed-
composition soot-rich and sulfate-rich 
populations. Scattered points and blue circles: 
bivariate generally mixed population. Panel a: 
short time behavior. Panel b: longer time 
behavior and approach to internal mixing at 
large size. Cloud activation (CCN spectra) and 
optical properties computed from the 
quadrature abscissas and weights (only 
abscissas are indicated here) agree well with 
results from the PR simulation.



    

Carbon Land Model Carbon Land Model 
Intercomparison (C-LAMP)Intercomparison (C-LAMP)

 What are the What are the 
relevant processes relevant processes 
for carbon in the for carbon in the 
next version of the next version of the 
CCSM?CCSM?

 Comparison of Comparison of 
CASA’, CN, and IBISCASA’, CN, and IBIS
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C-LAMP (see 
http://www.climatemodeling.org/c-lamp) 
consists of a carefully crafted experimental 
protocol designed to elucidate the 
performance of models over the 20th century, 
a set of model evaluation metrics for 
comparison against best-available satellite- 
and ground-based measurements, a prototype 
diagnostics package based on those metrics, 
and a database of publicly available model 
results that can be used by the scientific 
community for their own studies.

Carbon and Land Modeling

Highlight: Month of Maximum Leaf 
Area Index (LAI), a comparison of 
models with MODIS remote sensing 
products.

http://www.climatemodeling.org/c-lamp


    

Analysis of C-LAMP 
Simulations

Net Primary Productivity.

Because satellite observations do an excellent 
job of measuring global spatial variability, one of 
the C-LAMP metrics is the comparison of the 
spatial variability of the annual NPP from the 
models against that computed from MODIS 
observations (MOD17; Zhao, et al. 2005).  

While CLM3-CN does a better job in 
reproducing the mean annual NPP globally, 
CLM3-CASA´ does a slightly better job of 
capturing the spatial variability of annual NPP 
(r2CASA´=0.91 versus r2CN=0.85).  

C-LAMP models are scored based on 
performance on a wide array model-data 
comparisons; current scoring shows both 
models getting about a C+. 

Full scores and comparison 
tables at:
www.cgd.ucar.edu/cseg/clamp/new7/cn_vs_
casa
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Reference:  P.Cameron-Smith, S.Elliot, 
“Intercomparison of DMS models and 
climatology using atmospheric sulfate 
observations”, in preparation. 

Sulfur Cycle Coupling

Highlight: Estimates of dimetyl 
sulfide (DMS) emissions from the 
oceans varies widely.  This plot shows 
the emission rate from the various 
models and climatologies that we 
intercompared using atmospheric 
sulfate aerosol  observations and our 
atmospheric chemistry capabilities.  
The best matches with observations 
were for the brown and green curves, 
which are from our ocean sulfur model 
and the Kettle climatology, 
respectively, using a new air-sea 
transfer parameterization we 
implemented.  Note: the solid green 
area shows the ocean surface area at 
each latitude.
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Relative vorticity at 15m depth in a global eddy-resolving simulation.

Ocean Model Development and 
Evaluation

Ocean model evaluation has 
taken three tracks.

● full ocean ecosystem and 
trace gas 

● appropriate initial state for 
the ultra-high resolution

● long (over 100 years) 
eddy-resolving simulation 
with a set of passive 
tracers,



    

CCSM3.5  modifications to the deep convection scheme by Neale 
and Richter

HadiSST Observations

CCSM3.5 - An Interim Version for Carbon-Nitrogen Work

CCSM3.5 shows a much improved ENSO

   

Conclusions from Control Simulations

• Significantly reduced some major biases. 
• ENSO frequency
• Mean tropical Pacific wind stress and 
precipitation
• High latitude (Arctic) temperature and 
low cloud biases

• Much improved surface hydrology in CLM3.5.
• Improved ocean and sea ice components. 

Current and Near Term Simulations 
• Have assembled an interim version, CCSM3.5, so that a carbon-nitrogen 
cycle can be  run in an up-to-date version of CCSM.

• Present day and 1870 control integrations (at 1.9x2.5_gx1v5 resolution) 
are presently being run on the Cray XT3 (Jaguar) at ORNL

• Performance of 32 model years/day for 1870 control

• Performance of 40 model years/day for  present day integration

• In the near future, control integrations with the full carbon-nitrogen cycle 
included will also be run, along with 20th and 21st century integrations

• Spin up procedure for CCSM3.5/BGC involves greater complexity than 
previous non-BGC simulations

Mariana Vertenstein(NCAR) and Bill Collins (LBNL)



03/12/09  
34

Reference: Gent, P, S. Yeager, R. Neale, 
S. Levis, D. Bailey, Improvements in a 
Half Degree Atmosphere/Land Version of 
the CCSM,  in preparation.

Evaluating the Interim CCSM 3.5

Highlight: Two different 
atmospheric model resolutions are 
being supported in CCSM4, a 2 
degree and a 0.5 degree. The graphic 
shows the difference between the 
SST in a) 2deg run, and b) 0.5deg 
run and observations  Improvements 
are seen especially in coastal 
upwelling regions.
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A New Coupler for CCSM4: cpl7

Highlight: The new coupler allows 
new processor/model configurations 
that can lead to better load balancing.



    

11stst Generation Chemistry-Climate  Generation Chemistry-Climate 
ModelModel

 Components:Components:
– Processes for stratosphere through thermosphereProcesses for stratosphere through thermosphere

– Reactive chemistry in the troposphereReactive chemistry in the troposphere
– Oceanic and terrestrial biogeochemistryOceanic and terrestrial biogeochemistry
– Isotopes of HIsotopes of H22O and COO and CO22
– Prognostic natural and anthropogenic aerosolsPrognostic natural and anthropogenic aerosols
– Chemical transport modeling inside CCSMChemical transport modeling inside CCSM

 Prototype development:Prototype development:
– SciDAC Milestone for 2005!SciDAC Milestone for 2005!
– All pieces exist & run in CCSM3All pieces exist & run in CCSM3



    

Summary
 SciDAC2 CCSM Consortium will collaborate 

with NSF, NASA and NOAA to build the next 
generation Earth System Model

 The Climate End Station will provide a 
significant portion of the development and 
climate change simulation resources

 The Earth System Grid will distribute high 
quality climate change simulation results
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