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HPC is Cray’s Sole Mission
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THE SUPERCOMPUTER COMPANY

Used by leading HPC centers
worldwide.

- Significant R&D centered

around all aspects of high-end
HPC:

From scalable operating
systems,

- To advanced cooling
technologies.

- Cray XT MPP architecture has

gained mindshare as prototype
for highly scalable computing:

From 10’s TF to Petaflop.
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Market & Business Momentum THE SUPERGONPUTER GOMPANY

>S700M in contracts in 2006~2008.
* Continued strong international momentum.

* We shipped our 1000t Cray XT cabinet on 4 September 2008 (and
100% are still in service).

* First Petaflop system was delivered to ORNL and accepted by end
of 2008.

* 607 TF NSF University of Tennessee system accepted in February
20009.

* S250M DARPA HPCS Phase Il contract award.

* R&D agreement with Intel to create custom compute processors
with microprocessor technology as part of HPCS Cascade program.
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2008~2009 XT Accomplishments

®* Over 50 upgrades or systems built:
®* >11K Compute blades
® >70K sockets (280K cores)
® >390 XT cabinets

* Introduced ECOphlex Liquid-Cooling

* Lustre file system at ORNL breaks

100 GB/s (some tests break 150 GB/s).
* Plan to hit 240 GB/s.

®* ORNL JaguarPF designed, built and delivered on schedule!

®* 607 TF NSF University of Tennessee system accepted in February
20009.
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University of Tennessee 607 TF Cray XT5 - Kraken

* Officially entered full production on 2 February 2009.
* Next scheduled upgrade is in late 2009.

* NSF’s largest supercomputer and the world’s fastest university
managed supercomputer.

®* NSF Track 2 award to the University of Tennessee.

* Housed at the University of Tennessee — Oak Ridge National
Laboratory Joint Institute for Computational Sciences.
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ORNL Petascale “JaguarPF” System

* Installed at the National Center for Computational Sciences
(NCCS) at ORNL.
® XT5 with ECOphlex liquid cooling.

* Will enable petascale simulations of:

® Climate science
®* High-temperature superconductors
® Fusion reaction for the 100-million-degree ITER reactor

* Not just more of the same, but unprecedented simulations.

* The only open science petascale system in the world.
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What does the ORNL Petascale Jaguar System CRANY |
Represent the Earth System Modeling Community ?

* Milestone capability that has been in demand by climate
community for years.

* Capabilities highlighted by Raymond Orbach at the November
2008 DoE sponsored “Challenges in climate change science and
role of computing at the extreme scale”.

* For modelers — either you have run at 150,000 cores, or you have
not.

* For scientists — unprecedented results in the near-term and a
capability to model unknown phenomena.
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WRF Inaturel Benchmark on ORNL Cray JaguarPF — 'n-u-_r SUPERCOMPUTER l:nur-p.fw

==

Breaks the standing Earth Simulator record for sustained performance on a meteorological application
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Climate Usage of DoE Cray Systems

Understanding limate change sometimes requires
the warld's most powerful open science computer.

* DoE / NSF Climate End Station (CES)

®* Aninteragency collaboration of NSF and DOE in
developing the Community Climate System Model (CCSM)
for IPCC ARS.

® A collaboration with NASA in carbon data assimilation

®* A collaboration with university partners with expertise in
computational climate research.

* DoE / NOAA MoU
* DoE to provide NOAA/GFDL with millions S NOAA M8 Mo _ gD
Of C P U h 0 U rS . D;ﬁartment of Energy to Provide Supercomputing Time to Run

NOAA’s Climate Change Models

®* Climate change and near real-time

- N The U.S. Department of Enerqgy's (DOE) Office of Science will
h h = I m a Ct N W P re S e a rC h make availahle more than 10 million hours of computing time for
I g p . the U.8. Commerce Department's National Oceanic and
Atmospheric Administration (NOAA) to explore advanced climate
change models atthree of DOE's national laboratories as partof a

. . .
o P rotot I n Of a d Va n C e d h I h - re S O I u t I O n three-year memarandum of understanding on cellaberative climate
research signed today by the two agencies.
.
C I I I I l ate l I I O d e | S NOAA will work with climate change models as well as perfarm
] near real-time high-impact (non-preduction) weather prediction

research using computing time on DOE Office of Science
resources including two ofthe world's tap five most powerful
computers —the Argonne National Laboratory’s 557 TF IBM Blue
Gene/P and Oak Ridge National Laboratary's 263 TF Cray

XT4. NOAAresearchers will also receive time on DOE's Maticnal Energy Research Scientific Computing
Center at Lawrence Berkeley National Labaratory

High resolution (Cre

Advanced, high-resolution climate madels from NOAA's Geophysical Fluid Dynamics Laboratory (GFDL}
will be prototyped and compared to other models like the NSF-DOE sponsored Community Climate System
IMedel. This partnership is also consistent with the geals of the U.S. Climate Change Science Program,
which is responsible for facilitating the creation and application of knowledge of Earth’s global environment
through research, observations, decision supper, and communication. NOAA and DOE scientists play key
roles in national and international assessments, for example, the MNobel Prize winning Intergovernmental
Panel on Climate Change.
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The Climate End Station: Moving to CESM v1.0
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THE SUPFERCOMPUTER COMPANTY

Cray Technology Directions
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Opposing Forces in Today’s HPC Marketplace fiip e cormr

SRl &8, 2004

m HPC Innovation In the Era of 'Good
HPCE Enougn

wlehn B est, for HRCwirg

Supercomputing is increasingly about managing
ive parallelism:

y to overall system performance, not only individual

. ,
plication performance. 0,073

¢ Demands investment in technologies to
effectively harness parallelism
(hardware, software, 1/0,

management, etc...). 3,518
2,827 | =

1,644 1847 % 230
1,245 4 073 ! .
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Cray Technology Directions

* Scalable System Performance:

® Enabling scalability through technologies to manage and harness
parallelism.

® |n particular interconnect and O/S technologies.
e Cray is a pioneer and leader in light weight kernel design.

®* System performance as a whole to support a petascale infrastructure.

* Green Computing: packaging, power consumption and ECOphlex
cooling:

®* Simple expansion and in-cabinet upgrade to latest technologies, preserving
investment in existing infrastructure.

®* Lowest possible total electrical footprint.

* Provide investment protection and growth path through R&D into
future technologies: HPCS Cascade Program.
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Cray XT Architecture Building Blocks

Cray Custom Interconnect
3-D Torus

Microprocessor Based Node

C=Compute
S = Service

Unified System Architecture
Designed for Performance and
agement at Scale

Infrastructure Node

Compute Node

I/0 Node
Login Node
Network Node

Slide 17
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Cray XT5 Node - Today Sn PN TEN S MEARY

I —

Cray XT5 Node
Characteristics

6.4 GB/sec direct connect
HyperTransport

Number of 8

Cores

Peak 73-86 Gflops/s
Performance

Memory Size 8-32 GB per node

Memory 25.6 GB/sec
Bandwidth

Mo

25.6 GB/sec direct
connect memory
Cray
SeaStar2+
Interconnect
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Leveraging the AMD Roadmap < e

AMD Cross-Generation x86 Server Platforms
Roadmap

Longevity - long platform life “Magny-Cours®™

Flexibility - power vs. performance choice il

“Istanbul™
b 6 Core Maranello

“Shanghai” New DDR3 Platform
Quad-Core

T

Fiorano
Next-Generation DDR2 Platform with
Improved Virtualization Features

T

Currently Shipping DDR2 Platforms
DDR2 Memory with AMD-V™ Technology

5 | AMD Opteron™ for Science | February 25, 2009 AMD:.
The future s fusion
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H ArChitecturg support for NWP and CIimate THE SUPERCOMPUTER COMPANTY
Workload Efficiency
* Cray XT architecture is uniquely * Maximizes:

* Model development and execution.

. . :
® Single model performance at scale Syngrp administration.
® Facilities and total cost of

— deterministic forecasts. ownership.

positioned to provide both:

® Throughput performance - * Inasingle, unified system architecture.
ensemble modeling.

v

A

No Degradation in System Efficiency
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Why the Interconnect Matters

Table 1. Key characteristics of computer systems

Clock  Max  Peak Cray Custom SeaStar2+
System speed flops/ Gllop/s/ Cores
name Location  Processor (GHz) clock core /node  Node Interconnect |nterc0n neCt
DataStar  SDSC IBM 1.5/1.7 4 6.0/6.8 8 IBM p635 Custom fat \
Powerd+ lree
Franklin  LBNL/  AMD 26 2 5.2 2 CrayXT4  Custom 3D 10.0 \
NERSC  Opteron torus \
Lonestar TACC Intel Xeon 2.66 4 10.6 4 Dell Power-  InfiniBand \ [
(Woodcrest) Edge 1955 SDR fat tree \ [
Ranger TACC  AMD 20 4 40 16 SunBlade  InfiniBand B \ |
Opteron X6420 SDR fat tree 8 \ |
(Barcelona) @
8 \ |
|
\|
Q Sl =
X T e !
From paper: g 10 ; S o,
“Characterizing Parallel Scaling of = N X
= Y
Scientific Applications using IPM” H
1 1 1 —— Frankli _
Nicholas J. Wright, Wayne Pfeiffer, and § i
g —#— Lonastar
Allan Snavely . . WRF large parallel 'O —{-Ranger
Performance Modeling and 8,790 s on 256 cores of DataStar —%— DataStar
01 . . ) . . .
Characterizatlon Lab ! 64 128 256 512 1,024 2,048 4,096 g192
Cores
Supercomputer Center \ Y }
- 4x the number of cores
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THE SUPERCOMPUTER COMPANY

Why the Interconnect Matters

Tony Craig. tcraig@ucar.ea i 4
March 10, .2009
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THE SUPFERCOMPUTER COMPANTY

Perspectives on Petascale Computing




Scientific and HPC Advances in Earth System Modeling

Science
Improved scientific representation
Increased scientific complexity
Increased observational data and data assimilation
Increased resolution, integration lengths
Use of ensembles and inter-disciplinary coupled modeling

=

.

( Today

In the past speed was based
on exponential growth
in single CPU
performance.

Today it is through
exponential growth in
parallelism.

Efficient scalability is the

\ challenge.

\

Every model and system
aspect must be
addressed.

Developer access to scalable
systems is essential.
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THE SUPERCOMPUTER COMPANY

Today

Cost per grid point is
increasing due to
physics.

Code complexity increasing.

Not all components run at
the same efficiency.

Greater degree of
dependence on the
overall computing, data
and support
environment.

High Performance Computing and Modeling

Algorithmic improvements (applied math & domain specific)
Computer Science improvements
Raw processing speed

Mar-2009

ORNL Climate Meeting
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Petascale (or even Terascale) Perspectives

* There remains a tremendous number of models and application
areas that have not yet reached even the terascale level.

* Those that can scale have benefited from a focused, iterative
multi-year algorithmic optimization effort:

* Optimization strategies do not remain stagnant and must take
advantage of evolving hardware and software technologies.

* Ongoing access to scalable, leadership class systems and support
is essential:

® Either you have actually run on 5K, 10K, 20K, 50K... processors, or you have
not! Theory vs. Reality

Mar-2009 ORNL Climate Meeting Slide 25



: —— -
Evolving Path to Petascale

* Three basic paths are available to users today:

® Standards based MPP
®* Low power
® Accelerators

* Cray Cascade program is intended to bring these together to
provide greater flexibility within a single architecture.
* Will be accomplished through:

® Continued investment in core MPP and emerging technologies.
®* Continued investment in customer relationships.

* Cray’s wealth of experience in pushing the boundaries of
scalability will continue to positively impact entire HPC
community.
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summary THE SUFERCOMPUTER COMPANTY

* HPCis Cray’s only business.

* Cray’s MPP technologies are playing a key role in supporting the
HPC community in preparing for and using Petascale capabilities.

* Cray’s wealth of experience in pushing the boundaries of
scalability will continue to positively impact entire HPC
community.
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58 years after the first NWP forecast...

1950 NWP Forecasts on ENIAC 2008 WRF Nature Run on Cray XT

0 (e — -

5 km grid spacing over hemispheric domain

* 736 km grid spacing over U.S. 4486 x 4486 x 101 grid (2 billion cells)
*15x18x1 . Nearly 3.5 quadrillion floating point operations
* 1,000,000 computations 30 minute forecast took 69 seconds

e 24 hour forecast took 24 hours
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CRANY

THE SUPEACOMPUTER COMPANY

Thank you for your attention




