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“Revolution in Climate Prediction is Both Necessary and Possible”
Shukla, Hagedorn, Hoskins, Kinter, Marotzke, Miller, Palmer, and Slingo, BAMS, Feb 2009, pp 175-178
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The WCRP Strategic Framework 2005-15

Coordinated Observation and Prediction
of the Earth System

(WCRP-COPES)

AIM

To facilitate analysis & prediction of Earth system
variability & change for use in an increasing range of
practical applications of direct relevance, benefit & value
to society
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Mrediction (COPES/WCRP)

1. Decadal and century-long climate projection will become
an initial-value problem.
» Requirement: initialize ocean, atmosphere, cryosphere, biosphere

2. The shorter-time-scale weather variations are important
In influencing the longer-time-scale behavior.

» Requirement: Make climate prediction with weather prediction
resolution models

3. Although the prediction problem itself is seamless, the
best practical approach may be to utilize unified
prediction systems.

o Seamless does NOT mean that the same model is used for
everything!
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Calendar Month

nual Cycle of SST Climatology

-6 month forecast, APCC/CIIPAS & DEMETER CGCMs
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SST anomalies
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Al ance of PNA region
ned by Tropical SST
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& Zonally Averaged Reflected SW Radiation

123.1 —
o
-
<
97.7 4|
85.3 —
= I e f =
-1 -0.5 0 0.5 1
sin(lat)

Bjorn Stevens, UCLA
World Modelling Summit, ECMWF, May 2008
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» 101-106 W/m2 (Wild et al., survey)
» 107 Wim2 (Trenberth and Kiehl (ERBE)
» 101 W/m2 (CERES)

Bjorn Stevens, UCLA
World Modelling Summit, ECMWF, May 2008
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lution of Climate Models 1980-2000

Model-simulated and observed, 1983 minus 1989
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J. Shukla, T. DelSole, M. Fennessy, J. Kinter and D. Paolino
Geophys. Research Letters, 33, doi10.1029/2005GL025579, 2006
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Relative Entropy (Model Error in Simulating Current Climate)

__ Model sensitivity versus model relative entropy for 13 IPCC AR4 models. Sensitivity is defined as the surface air temperature
— change over land at the time of doubling of CO,. Relative entropy is proportional to the model error in simulating current climate.
% Estimates of the uncertainty in the sensitivity (based on the average standard deviation among ensemble members for those it

N

models for which multiple realizations are available) are shown as vertical error bars. The line is a least-squares fit to the values. -



WI Fidelity and Climate Prediction

Interim Conclusions:

 If we conjecture that models that better simulate
the present climate should be considered more
credible in projecting the future climate change,
then this relationship suggests that the actual
changes in global warming will be closer to the
highest projected estimates among the current
generation of models used in IPCC ARA4.

 Lack of understanding of causes of model
differences — is source of uncertainty in predicting
climate change.

Question: Will AR5 be any different?
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# Ocean-covered Earth
Running on Earth @ Geodesic grid
Simulator @ 3.5km cell size, ~107
columns
Masaki Satoh, Hirofumi Tomita, Hiroaki Miura, Shinichi Iga and Tomoe Nasuno, 2005: J. Earth Simulator, 3, 1-9.

® 54 layers, top at 40 km
@ 15-secondtime step
® ~ 1 TF-day per simulated day
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taflop with ~1M Cores by 2008
1ENeps: 1 1 EFlop system in 2019? ——>
100 Ptlopls 1 1 PFlop system in 2008 /
10 Pflop/s ¢ \

1 Pflopls 19 /
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/ / ~#1
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Ing Capabillity & Model Grid Size (~km)

Peak Rate: | 10 TFLOPS | 100 TFLOPS | 1 PFLOPS 10 PFLOPS | 100 PFLOPS
Cores 1,400 12,000 80-100,000 300-800,000 6,000,0007
(2006) (2008) (20009) (2011) (20xx?)
Global NWP©:
18 - 29 9-14 4-6 2-3 1-2
5-10 days/hr
Seasonal*:
17 - 28 8-13 4-6 2-3 1-2
50-100 days/day
Decadal*:
57 -91 27 - 42 12 - 20 6-9 3-4
5-10 yrs/day
Climate Change?:
120 - 200 57-91 27 -42 12 - 20 6-9
20-50 yrs/day

it |

Range: Assumed efficiency of 10-40%
0 - Atmospheric General Circulation Model (AGCM; 100 levels)
1 - Coupled Ocean-Atmosphere-Land Model (CGCM; ~ 2X

AGCM computation with 100-level OGCM)
2 - Earth System Model (with biogeochemical cycles) (ESM; ~

2

X CGCM computation)

1

* Core counts above O(10%) are unprecedented for weather
or climate codes, so the last 3 columns require getting 3
orders of magnitude in scalable parallelization (scalar

_ processors assumed; vector processors would have lower

processor counts)

Thanks to Jim Abeles (IBM)

MASON
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WMS takes place at ECMWF (6-9 May 2008).
Nearly 150 participants from all modelling
centers of the world.

They say they
want arevolution

Climate scientists call for major new modelling facility.

Himaalogists have called for massive invest-  — Lo speeds in the hundreds of petailops —

ment ki computer and mesearch resources e would allow modelbers to stody stolations s . .
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Summary of WMS

(summit declaration)
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w of Summit Declaration

1.Most important requirement: Prediction of changes in the
statistics of regional weather variations.

2. Models have serious problems and cannot provide information
with accuracy required by society

3. “Arevolution in climate prediction is necessary and possible.”
(one of the most important declarations of the summit)

4. Proposal to establish a Climate Prediction Project
5. Enhance national centers

6. Establish a small number of climate research facilities for
decadal prediction.
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W of Summit Declaration

7. Dedicated high-end computing facilities are required (at least
a thousand times more powerful than the currently available
computers)

8. More computing power will help to enhance resolution and
iInclude complexity (e.g. biogeochemical cycles).

9. Global observations and assimilations are needed for
prediction project.

10. Better estimates of uncertainties in climate prediction.

11. Collaboration between weather and climate prediction
research communities (Seamless prediction).

12. Encourage the participation of young generation of climate
modelers

Center of Ocean-Land- % /
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%nternational Research and Computational

Facility to Revolutionize Climate Prediction

 There is a scientific basis for revolutionizing
climate prediction

« The problem is beyond a person, a center, a
nation ...

* International collaboration is required
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nternational Research and Computational
Facility to Revolutionize Climate Prediction

1. Computational Requirement:
- Sustained Capability of 2 Petaflops by 2011
- Sustained Capability of 10 Petaflops by 2015

Earth Simulator (sustained 7.5 Teraflops) takes 6 hours for 1 day forecast
using 3.5 km global atmosphere model; ECMWF (sustained 2 Teraflops)
takes 20 minutes for 10 day forecast using 24 km global model

2. Scientific Staff Requirement:
- Team of 200 scientists to develop next generation climate model
- Distributed team of 500 scientists (diagnostics, experiments)

A computing capability of sustained 2 Petaflops will enable 100 years of
integration of coupled ocean-atmosphere model of 5 km resolution in 1

month of real time
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NSF/NCAR CCSM Project

Major Contributions

e CSM1 1996 — first ever climate model to give a non-drifting
control simulation without flux corrections.

e CCSM3results published in special issue of J. Climate, June
2006, and in the Journal of High Performance Computing
Applications in November 2005.

« Arctic seaice reductions from CCSMS3 used to justify listing of
the Polar Bear as ‘Threatened’ in May 2008.

e« CCSM4 —much improved ENSO and much else. Expanded to
earth system model by inclusion of carbon cycle, chemistry,
whole atmosphere and land ice.
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Correlation of Nino 3 and SST Anomaly Timeseries
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Wject— Major Impediments

e CCSM budget has decreased from FY 03 to FY 09.
e Scientist and Programmer positions lost in that time.

« |IPCC AR5 wants both new carbon cycle runs and decadal
projections/predictions — not enough time to really
thoroughly explore the new science in both.

e CCSM allocation on NCAR computer has increased by factor
of nearly 20 from 2003 to 2009. Need expanded computer
resources, but budget problem more severe.
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An Introduction to
NOAA/ GFDL

Princeton University
Princeton, NJ
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S taring

30
] 257
Education by »oll
Functional Area for i 0 Scientists
’ B Computer
GFDL’s 84 1077 B Administration
Permanent Govt. 511 u
Staff 0 .
Ph.D Bachelors

Masters High School

GEDL/Princeton University/UCAR/Contractors

eProfessors/Senior Staff 8
eVisiting Scientists/Postdocs 31
eResearch Staff 54
eGraduate Students/Interns 14
eAdministrative/Computer Staff 58

Total People Funded at GFDL 165
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GFDL’s models

Atmospheric circulation and radiation

ty ty

282 1C8 <4 Land physics
and hydrology

Climate Model

Atmospheric circulation and radiation

Earth System
Model

Sea Ice

<4 Land physics
and hydrology
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GFDL’s Recent Major
Climate Model Developments

B-gridFV core

FV, CS cores

LM2, SIS,
OM3
(MOM4)

AM3, LM3, SIS,
OM3 (MOM4, GOLD)

orocean-
Land-Atmosphere
studies




Global Mean Surface Temperature: CM2.1 vs. Observed

version: scenarios minus long-term trends; combined sst/t_ref; masked; 1881-1920 ref

Modeling Metrics

Performance in the ARCTIC
“Based on the aggregate of the two sets of rankings,

B L L e, the top-performing models for Alaska are Geophysical
I [==Observed (CRU) Fluid Dynamics Laboratory Climate Model, version 2.1
i === CM2.1 Ensemble Mean (n=5) (GFDL CM2.1) .... The top-performing models for
081 \ )‘ , Greenland are GFDL CM2.1 ...."
. ||| | o ||\=".
06 lJ '||". || '-Jll \ L NS f Walsh, J.E., et al., 2008: Global Climate Model
_ - ' \ I M le" A ' Performance over Alaska and Greenland. J. Climate,
S04 *(5 f W f 21, 6156-6174.
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UNDERSTANDING AND PREDICTING
SEASONAL HURRICANE ACTIVITY

* NOAA/GFDL global atmospheric models are capable of
simulating observed trends in tropical storms very well with
only observed ocean temperatures as input

 These models can provide an estimate of the
predictability of Atlantic storms

e The quality of the simulations suggest that these models
are valuable for studying the effect of global warming on
hurricane frequency

North Atlantic

1985 1990 1995 2000 2005
ar

& i 3 — L L — . -
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m'\l\flﬁfer mean precipitation in Western U.S. in 50km model

50 km res. Observations
nds m1i80
2 deg. . 1/2 deg.

Annual mean
precipitation

in Europe
200km
50km
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Mﬂr!w
“Fechnical resources (Modeling Services

and Technical Services): Staff ~15.

 Responsibilities:
— Model development and performance
optimization
— Runtime environment: configuration, running,
post-processing and analysis on multiple sites
— Data transfer, archival and publication

— Hardware and software maintenance on
NOAA-owned system.
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Outline

1. WCRP - COPES - World Modeling Summit for Climate Prediction
2. Climate Models Have Serious Deficiencies

3. Model Fidelity versus Predictability

4. Resolution, Complexity, Computational Requirements

5. Summit Recommendation: Scientific and Computing Capacity
6. U.S. Climate Modeling

7. How to Implement Summit Recommendation? (US; World)

8. Recommendations/Suggestions
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How to Implement a Seamless
Prediction System in the midst of

Several Pre-existing Separate,
Independent National Centers for

Weather, Climate, and Earth
System Science?




Me Modeling Infrastructure

and World Climate Computing Facility

The US has 4 major climate modeling groups
— GFDL, GISS, GSFC, NCAR (Three contribute to IPCC)

« The US has 2 major data assimilations/reanalysis groups
— GSFC, NCEP (both in Washington, DC area)

« The US has multiple small groups that utilize climate models
— COLA, CsU, FsU, IRI, MIT, UCLA, UH, UMCP....

« The US has alarge number of individual researchers (with students,
post-doc’s, etc.) utilizing climate models and/or model outputs for
research-too many to list.

- How will the US participate in a World Climate Facility?
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melement a Seamless

Prediction System in USA

1.Establish a multi-agency computational facility (10-100
Petaflops, 2011-2015) dedicated to climate research for
running models with complexity/ resolution/ensemble
size unaffordable at individual centers.

2. Create one new national (govt.; academia) “model
development entity” consisting of current and new
staff that builds a new generation of weather-climate-
earth system models for assimilation and prediction.
(NWP, DSP, IPCC, etc.)
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nternational Research and Computational
Facility to Revolutionize Climate Prediction

1. Computational Requirement:
- Sustained Capability of 2 Petaflops by 2011
- Sustained Capability of 10 Petaflops by 2015

Earth Simulator (sustained 7.5 Teraflops) takes 6 hours for 1 day forecast
using 3.5 km global atmosphere model; ECMWF (sustained 2 Teraflops)
takes 20 minutes for 10 day forecast using 24 km global model

2. Scientific Staff Requirement:
- Team of 200 scientists to develop next generation climate model
- Distributed team of 500 scientists (diagnostics, experiments)

A computing capability of sustained 2 Petaflops will enable 100 years of
integration of coupled ocean-atmosphere model of 5 km resolution in 1

month of real time
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%nternational Research and Computational

Facility to Revolutionize Climate Prediction
Examples of International Collaboration

« CERN: European Organization for Nuclear Research
(Geneva, Switzerland)

 ITER: International Thermonuclear Experimental Reactor
(Gadarache, France)

 |[SS: International Space Station
(somewhere in sky..)
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THANK YOU!
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