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Bi-2212 therefore shows a tendency towards checkerboard elec-
tronic modulations when HTSC is suppressed. However, it is
unclear whether these checkerboard modulations in Bi-2212 rep-
resent a true electronic phase, because they exhibit2–4 (1) a variety of
doping-dependent incommensurate wavevectors, (2) very weak
intensities, and (3) short (,8 nm) correlation lengths within the
nanoscale disorder4–7. Furthermore, their atomic-scale spatial and
energetic structures are unknown, presumably because of disorder4–7

and/or thermal energy smearing DE < 3.5kBT < 30meV at
T < 100K (ref. 3).
To search for electronic order hidden in the pseudogap while

avoiding these uncertainties, we decided to study a simpler and less
disordered copper oxide at lower doping and temperature.We chose
Ca22xNaxCuO2Cl2 (Na-CCOC), a material whose parent com-
pound Ca2CuO2Cl2 is a canonical Mott insulator8. Within its
undistorted tetragonal crystal structure (Fig. 1b), all the CuO2

planes are crystallographically identical. Sodium substitution for
Ca destroys the Mott insulator state, producing first a nodal metal9

in the zero-temperature pseudogap (ZTPG) regime, and eventually
HTSC for x $ 0.10 (refs 10, 11). Crucially, Na-CCOC is easily
cleavable between CaCl layers to reveal an excellent surface. Initial
STM studies showed clean, flat CaCl surfaces (with traces of
nanoscale electronic self-organization) which exhibit a V-shaped
spectral gap for jEj , ,100meV (ref. 12).
Our studies used Ca22xNaxCuO2Cl2 samples with Na concen-

trations x ¼ 0.08, 0.10, and 0.12 and bulk Tc < 0, 15 and 20K
respectively. Atomically flat surfaces are obtained by cleaving below
20K in the cryogenic ultrahigh vacuum of a dilution refrigerator.

Figure 1d shows a typical topographic image of the CaCl plane with
inset showing the quality of atomic resolution achieved throughout.
These surfaces exhibit a perfect square lattice, without discernible
crystal distortion or surface reconstruction, and with lattice con-
stant a0 in agreement with X-ray diffraction (3.85 Å).

To image the electronic states in Na-CCOC, we use spatial- and
energy-resolved differential tunnelling conductance, g(r, E ¼ eV s),
measurements from STM. For a strongly correlated system such as a
lightly doped Mott insulator, g(r, E) is proportional to the momen-
tum-space integrated spectral function at r (ref. 13), rather than
LDOS(r, E). Nevertheless, g(r, E) measurements remain a powerful
tool for determining atomic-scale spatial rearrangements of elec-
tronic structure.

The properties of g(r, E) should be determined primarily by states
in the CuO2 plane because the CaCl layers are strongly insulating. In
support of this, we find thatmissing surface atoms (arrow in Fig. 1d)
do not affect g(r, E). A typical spatially averaged spectrum kg(r, E)l
for x ¼ 0.12 is shown in black in Fig. 1c. The high energy
conductance for electron extraction is ,5 times greater than that
for injection and this ratio grows rapidly with falling doping
(Supplementary Fig. 1). Such strong bias asymmetries in conduc-
tance have long been anticipated. This is because, in a lightly hole-
doped Mott insulator, the reservoir of states from which electrons
can be extracted at negative sample bias is determined by 1 2 p,
while that of hole-states into which electrons can be injected at
positive sample bias is determined by p, where p is the number of
holes per CuO2.

For jEj , 100meV, a slightly skewed V-shaped gap, reaching very

Figure 1 Atomic-scale explorations of electronic states in Ca22xNaxCuO2Cl2. a, A
schematic phase diagram of hole-doped copper-oxides showing the Mott insulator, high-

T c superconductor (HTSC) and metallic phases along with the ‘pseudogap’ regime and

the ZTPG line. b, Crystal structure of Ca22xNaxCuO2Cl2. Red, orange, blue and green

spheres represent Ca(Na), Cu, O and Cl atoms, respectively. Conducting CuO2 planes are

sandwiched by insulating CaCl layers. c, A characteristic spatially averaged tunnelling

conductance spectrum of x ¼ 0.12 Na-CCOC. The large particle–hole asymmetry in

conductance at high energies can be associated with the light doping of a Mott insulator

(see text). At low energies a skewed V-shaped gap exists. At energies below ,10meV,

changes occur in the spectra of superconducting samples (see Supplementary Fig. 5).

The spectrum measured on equivalently underdoped Bi-2212 is shown in blue. d, High-
resolution STM topograph of the cleaved CaCl plane of a crystal with x ¼ 0.10. The

perfect square lattice, without discernible bulk or surface crystal reconstructions, is seen.

The image was taken at a junction resistance of 4 GQ and sample bias voltage

V s ¼ þ200mV. e, The conductance map g(r, E) at E ¼ þ24meV in the field of view of

d. It reveals strong modulations with a 4a 0 £ 4a 0 commensurate periodicity plus equally

intense modulations at 4a 0/3 £ 4a 0/3 and strong modulations at a 0 £ a 0. All data in

this paper are acquired near T ¼ 100mK in a dilution refrigerator-based scanning

tunnelling microscope.
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Quantum Cluster methods reduce complexity

t

t

U

HTSC: 1023

interacting electrons 2D Hubbard model
for CuO planes

Dynamic cluster 
approximation: Map 
Hubbard model onto 
embedded cluster

Quantum cluster theories: T.A. Maier et al., RMP ‘05

> Correlations within cluster treated explicitly
> Correlations beyond cluster treated in mean-field
> DCA: Cluster in k-space Hettler et al., PRB ’98
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DCA: Self-consistent Algorithm
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Single-particle properties:
 > Fermi surface
 > ARPES
 > QP weight, ...
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 > S(Q,ω)
 > Phase transitions, ...
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DCA small cluster (4-site) phase diagram

4-site phase diagram:
 ✓ AF
 ✓ D-wave SC
 ✓ Pseudogap

(M. Jarrell et al., EPL ‘01; CDMFT: Kyung et al., PRB ’06, 
Kancharla et al., preprint ’06; CPT: Sénéchal et al., PRL, ’04, 
‘05;  Aichhorn et al., PRB ‘06)

++
-

-

U=8t

4-site plaquette is smallest cluster
that can describe d-wave SC
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Superconductivity as a consequence of 
electronic correlations
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Pairing interaction from an orthogonal 
perspective

= +Γpp Γph + Γph
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(Pfitzner, Wölfle, PRB ‘89; Esirgen, Bickers, PRB ‘98)

Γpp(K|K ′) = Λirr(K|K ′) +
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3
2
Φm(K|K ′)

fully irreducible Charge Spin

Calulate with DCA/QMC Maier et al., PRL ‘06

Pairing interaction



January 10, 2008 - Scientific Impacts and Opportunities for Computing: Superconductivity - Maui, Hawaii

Magnetic origin of pairing interaction
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Maier et al., PRL ’06, PRB ’06, PRB ‘07
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Simple picture: 
Superconductivity from electronic correlations

• Physics dominated by Coulomb energy, kinetic energy is frustrated
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• Physics dominated by Coulomb energy, kinetic energy is frustrated

Simple picture: 
Superconductivity from electronic correlations



January 10, 2008 - Scientific Impacts and Opportunities for Computing: Superconductivity - Maui, Hawaii

382 The European Physical Journal B

!2 !1 0

!

0.0

0.2

0.4

0.6

0.8

A
d

"
(!)

!2 !1 0
0.0

0.2

0.4

0.6

0.8

A
d

"
(!)

!2 !1 0

!

0.0

0.2

0.4

0.6

0.8

!2 !1 0

0.0

0.2

0.4

0.6

0.8

#=3 #=3.5

#=4 #=5

Fig. 5. Comparison of the low energy part of the d-spectrum
with the exact results (vertical lines), given by equation (14).

renormalized parameters t̂ and J∗ are given by t̂ = t
√
2d,

J∗ = J2d. These exact results can be compared directly
to the resonances, found in the DMFT calculations for the
t−J-model [19]. Since the model used in our calculations
is fundamentally different from the t−J-model and also
from the one-band Hubbard model, the relevance of this
physically intuitive picture to it and especially the proper
choice of the parameters for an effective t−J-model to
describe the low energy properties is not clear a priori.
The approach chosen here is to fix the hopping to t2/∆,
which reproduces the free bandwidth. In our case we de-
termine an effective exchange interaction J∗ from the en-
ergy shift ∆E = J∗md of the bands. Note that this is just
the energy shift of the spin-up and spin-down bands of
a corresponding t−J-model, treated on a mean-field level
[7,19,21]. Another possibility to obtain the exchange inte-
gral J is to use the result of a Schrieffer-Wolf transforma-
tion of the 3-band Hubbard model, see e.g. [9]. However
this transformation holds only for large values of Ud and
∆, so that we do not expect this procedure to give a mean-
ingful result for our parameter values.

Fixing the parameters in equation (14) as discussed
above, we can indeed directly compare our results with
the discrete spectrum (14). Figure 5 shows some examples
for the fit of the low energy part of the d-spectrum Aσd (ω)
by the discrete spectrum (14) at fixed doping δ = 0.015
and sublattice magnetization md = 0.60 for various pa-
rameters Ud = 2∆. Note, that the energy scales of up-
and down-spin in Figure 5 are already shifted by ±∆E/2
respectively, so that the resonances of majority- and
minority-spin bands coincide. We find quite good agree-
ment with the distance of the peak positions. The broad-
ening is expected to result from finite temperature, sub-
lattice magnetization and doping effects [19]. This means
that the t−J-model with proper choice of the parameters
t and J seems to reproduce the low energy one-particle
dynamics of the three-band Hubbard model in d = ∞
correctly, even in the antiferromagnetic state. In addition,
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Fig. 6. d-spectral function for the majority (full curves) and
minority spin (dashed curves) for Ud = 2∆ = 7t

∗ and β =
50/t∗ at δ = −0.08 (a) and δ = 0.13 (b).

the basic physical picture for the multipeak structures
observed for low temperatures appears to be the same as
in the simple one-band models.
In order to gain more insight in the effect of doping on

these multipeak structure we investigated the spectrum at
larger doping far away from the MI-transition. Figure 6
shows the results for the d-part of the spectrum for the
same system parameters and sublattice magnetization as
in Figures 4c and 4d at β = 50/t∗ but at larger doping
δ = −0.08 (a) and δ = 0.13 (b).
In the electron (Fig. 6a) as well as in the hole doped

regime (Fig. 6b) only the resonances next to the chemi-
cal potential survive. Due to the larger doping there are
more electrons/holes in the system whose paths can inter-
sect and restore the antiferromagnetic background. There-
fore the electrons/holes become more mobile and the res-
onances at higher energies are washed out.
In finite dimensions the string picture for one hole in

the antiferromagnetic background no longer holds and is
correct only up to order 1/d2 [20] due to the possibility of
paths which intersect and touch themselves [22]. Second,
fluctuations become more important which can restore the
antiferromagnetic background. Thus in low dimensions we
expect that the multipeak structure at finite doping will
disappear.

4 Summary

In this paper we presented results for the magnetic proper-
ties of the three-band Hubbard model in the limit of high
spatial dimensions. These were obtained in the framework
of the Dynamical Mean Field Theory, which enabled us
to calculate the one particle spectrum as well as two par-
ticle correlation functions, namely the magnetic suscep-
tibility. From this we evaluated the δ−T -phase diagram,
which shows strong suppression of the antiferromagnetic
state upon doping. In contrast to one-band models the
ordered state is found to be more sensitive upon doping
in the case of hole doping in comparison to electron dop-
ing. This asymmetric behaviour is qualitatively in good
agreement with experiments. The spectral function for

> Confining potential

> D=∞: Bound states

TAM et al., Eur. Phys. J. B, ‘99

• Physics dominated by Coulomb energy, kinetic energy is frustrated

Simple picture: 
Superconductivity from electronic correlations
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Pairing: a way to relieve kinetic frustration

• Paired hole restores antiferromagnetic background
(Brinkman, Rice PRB ’70; Hirsch, PRL ’87; Bonca et al., PRB ‘89; 
 Dagotto et al., PRB ‘90)
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Magnetically mediated superconductivity: 
Intuitive picture

• Spin s’ generates magnetic interaction field of strength Ūs’

• Field induces magnetic moment given by m(r,t)=Ūs’χ(r,t)

• Spin s at position r feels effective moment as Ūm(r,t)

• Effective interaction takes the form -Ū2 s.s’χ(r,t) 

Review: Monthoux et al., Nature ‘07

the same place at the same time. An extension of this treatment to the
‘strong coupling’ limit, where the effective fields are not weak, is
discussed below.

For comparison between the predictions of the model interaction
(equation (2)) and experiment, it is best to use as inputs the experi-
mentally determined susceptibilities xn and xm and molecular field
constants gn and gm. To explore in a qualitative way the range of
possible behaviours, it is fruitful, however, to consider simple theor-
etical models for the susceptibilities in equation (2).

To a first approximation, xn and xm could be replaced by the
susceptibility of non-interacting electrons in a periodic crystal poten-
tial, namely, the Lindhard function, which can be obtained by means
of standard energy band theory. Although this approximation leads
one to understand how the effective interaction between quasiparti-
cles can have attractive regions in space and time, evenwhen phonons
are not included, it normally leads to values of Tc so low as to make
the experimental observation practically impossible11,12,39.

The values of Tc could potentially rise to the experimentally acces-
sible range if the density or magnetic susceptibilities xn and xm (and
hence the attractive parts in equation (2)) were enhanced over that of
the Lindhard function. Such considerations would naturally lead one
to look for superconductivity on the border of density or magnetic
instabilities. An improved representation of xn and xm could be
obtained in the random phase approximation19, a generalization
of the Weiss-Stoner model for the magnetic susceptibility, which
yields xn and xm in terms of the Lindhard functions and the effective
field constants gn and gm. A still better approximation is obtained
when these starting effective field constants are replaced by effective
temperature dependent ones determined by a self-consistency
requirement40,41.

In contrast to the random phase approximation, this latter self-
consistent renormalization model yields values of ferromagnetic or
antiferromagnetic transitions that are generally in good agreement
with experiment42. In particular, this model is in keeping with the
suppression of long-range magnetic order at finite temperatures
expected for systems in one or two dimensions.

Apart from the molecular field constants, the model interaction in
the self-consistent renormalization approximation is then comple-
tely specified by the underlying energy band structure that defines the
Lindhard functions.

Where to look
The problem of quasiparticle pairing via equation (2) is made subtle
by the fact that the interaction will in general have both attractive and
repulsive regions in space and time. The issue is then whether a
Cooper-pair wavefunction can be constructed that has a large ampli-
tude in the space-time regions where the interaction is attractive and
a small amplitude elsewhere. An additional complication compared
to the more conventional particle pairing in free space, where all
momentum states are available for optimizing the pair waveforms,
is the following. In free space, the low-energy electron and positron
excitations have momentum close to zero. In the case of a finite
density of electrons, the corresponding low energy particle and anti-
particle states have a finite momentum. The momenta of zero energy
excitations determine a surface inmomentum space referred to as the
Fermi surface. In the present case, the available states for the pair
states are generally restricted to the neighbourhood of the Fermi
surface. This implies that the pair wavefunction oscillates in space
with wavevector connected with the diameter of the Fermi surface.
Because the interaction is dynamical, the appropriate Cooper state
will also exhibit a non-trivial time dependence.

In order for such an interaction to bring about quasiparticle pair-
ing, the allowed oscillatory nature of the Cooper state, restricted by
the Fermi surface, must match that of the interaction.

In simple metals, the effective charge–charge interaction is dom-
inant; it is repulsive at the origin (r5 t5 0) and becomes attractive
only at finite times (r5 0, t. 0) owing to the effects of phonons

(Fig. 2a, b). This then leads to a Cooper state with maximum ampli-
tude at finite time andwith zero relative angularmomentum (s-wave,
Fig. 1a). The Pauli principle requires that the spins of the paired
quasiparticles be in the singlet state. This time-delayed charge–charge
interaction is the key to understanding the conventional super-
conductors, but may only be part of the story in strongly correlated
electron systems.

Particularly in systems close to magnetic instabilities (for example,
close to ferromagnetism or antiferromagnetism), the spin suscepti-
bility xm(r,t) can be appreciable, and thus we expect the spin–spin
interaction (the second term in equation (2) to be important. A
qualitatively new feature of this interaction is that contrary to the
charge–charge interaction where ee’5 e2 is always positive, the inner
products of the two spins can be positive or negative depending on
the relative spin orientations of the interacting quasiparticles.

On the border of a ferromagnetic instability, xm(r,t) is maximum
and positive at the origin and decays slowly in space and time.
Therefore, the spin interaction is attractive for parallel spins, that
is, for the spin-triplet state (Fig. 1c). The Pauli principle then requires
the Cooper state to have odd angular momentum. Generally, the
attraction is strongest in the lowest allowed angular momentum
state, or the p-wave state (Fig. 1b).

On the other hand, on the border of antiferromagnetism, xm(r,t) is
also maximum and positive at the origin and tends to decay in time,
but more crucially it oscillates in space with a period comparable to
the lattice spacing (Figs 2d, 3). For either the spin-singlet or spin-
triplet states, this interaction will have both repulsive and attractive
regions in space that tend to produce cancelling effects. It is still
possible to get a superconducting instability, provided that the spatial

a b

c d

Stationary charge Moving charge

r r
e e

Bare
Coulomb

Screened
Coulomb

rr

Spin triplet Spin singlet

Border of ferromagnetism Border of antiferromagnetism

Figure 2 | Schematic illustration of the charge-charge and spin-spin
quasiparticle interaction in ametal. Panels a and b depict the charge–charge
interaction potential versus distance (r) produced by a test charge at rest in
a and moving to the right in b. The dashed curve in a represents the static
Coulomb repulsion and the solid line represents this interaction as screened
by the effects of other charged particles (ions and electrons) in the material.
We note that in this simple model the interaction is everywhere repulsive in
the static limit. When the test charge is moving, however, the interaction
develops an attractive region directly behind it (b). This attraction is caused
by the polarization of the positively charged and heavy ions that lie behind
the moving charge and its electron screening cloud. A similar phenomenon
arises in the classical description of an objectmoving through amedium. For
example, a fast moving car creates a low pressure (attractive) region just
behind it. Panels c and d represent effective spin–spin interaction potentials
set up by a test spin at rest in amaterial on the border of long-rangemagnetic
order. The interaction potential shown is attractive for two quasiparticles
with the same spin (spin triplet state) on the border of ferromagnetism
(c) and is oscillatory in space on the border of antiferromagnetism (d). The
illustration in d is for the case where the two interacting quasiparticles have
opposite spins (spin singlet state). In real materials, the interaction potential
is expected to display a complex oscillatory pattern both on the border of
ferromagnetism and antiferromagnetism.
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variation of the Cooper state can be properly adjusted to match the
oscillations of the spin interaction. Generally, the instability is found
in the spin-singlet state, which must necessarily have even angular
momentum. As the interaction is repulsive at the origin, a non-zero
angular momentum state, typically a d-wave state, is favoured
(Fig. 1c).

We note that the analogues of the ferromagnetic and antiferro-
magnetic instabilities can exist in the density (described by xn(r,t)) as
well43. The pattern of oscillations in xn(r,t) is determined by the
wavevector at which the density response is maximum, and this
too can lead to unconventional pairing states. In contrast to the
magnetic interaction where the sign of the interaction is different
for spin-triplet and spin-singlet Cooper pairs, the density interaction
is oblivious to the spin state of the Cooper pairs. Hence, themagnetic
interaction offersmore freedom tomatch the attractive regions of the
oscillations of the interactions with the quasiparticle states near the
Fermi surface available to construct a Cooper-pair wavefunction.

Some surprises
On the border of ferromagnetism the induced interaction is purely
attractive at short distances, whereas on the border of antiferromag-
netism it is likely to have repulsive regions when the two interacting
quasiparticles are close to each other. It might therefore be expected
that the search for exotic pairing states on the former border would
have proved themore fruitful. This seemed to have been borne out by
the discovery of the superfluidity of liquid 3He in which the uniform
magnetic susceptibility is strongly enhanced44. Given the abundance
of metals that exhibit strong ferromagnetic correlations, it is more
than a little surprising that it took a quarter of a century to discover a
superconducting analogue of liquid 3He, namely, the layered perovs-
kite Sr2RuO4 that has a Tc value two orders of magnitude below that
of the high Tc copper oxides

26.
Even more perplexing on the other hand is the fact that many

examples of superconductivity on the border of antiferromagnetism
have been found in the intervening period4–7,28–32. These findings
would suggest at first sight that the magnetic interaction is
giving us little or no insight on where to look for exotic forms of
superconductivity.

However, the great lesson of the past decade is that subtleties in the
magnetic interaction model only come to the surface after a careful

examination of its properties. Although the idea of a magnetic inter-
action goes back nearly half a century, the computer algorithms and
hardware necessary for an exploration of the detailed predictions of
the model have only become available more recently.

The results of these theoretical investigations have led to an intui-
tive understanding of the following: (1) why superconductivity can
be particularly robust on the border of antiferromagnetism in a
quasi-two-dimensional tetragonal system with high characteristic
spin fluctuation frequencies30,45–48; (2) how the charge–charge and
spin–spin interactions can in some cases work coherently to stabilize
anisotropic Cooper-pair states; and (3) why pairing on the border of
ferromagnetism is hampered by quite a number of effects, and may
depend on subtle details of the electronic structure, that is, features
(absent in liquid 3He) of the energy band of the periodic crystal
potential49–51. Illustrations of these ideas are given below.

The first reason for the robustness of pairing in the presence of
antiferromagnetic correlations in a tetragonal structure is that the
amplitude of the oscillations in the interaction is strong because of
the low dimensionality. The energy density of the interaction waves
created by the polarizer falls offmore gradually in two dimensions (as
1/distance) than in three dimensions (as 1/distance2). The second
reason is that the repulsive regions of the interaction in real space
are along the diagonals of the lattice given that one quasiparticle is at
the origin (see Fig. 3). In this case, the crystal symmetry allows one to
choose a d-wave Cooper state with nodes along the diagonals, thereby
neutralizing most of the repulsive regions while retaining the attrac-
tive regions. One can easily imagine that it will not always be possible
to choose a Cooper-pair state in such an optimal way, and that the
initial impression that the oscillations of the interaction are detri-
mental to superconductivity may only be wrong in special cases. In
particular, as the tetragonal structure becomes more and more iso-
tropic under otherwise similar conditions, the model predicts a
decrease in the robustness of the pairing. The range in temperature
and pressure over which superconductivity is observed was increased
by about one order of magnitude in going from cubic CeIn3 (refs 30,
52) to its tetragonal analogues CeMIn5, where M stands for Rh, Ir or
Co (refs 31, 32, 53–56; Fig. 4), as anticipated by the magnetic inter-
action model.

Another case where subtle features of the model considered here
could explain puzzling superconducting properties is the first of the
heavy-fermion superconductors, CeCu2Si2 (ref. 4), and the related

Repulsion Attraction

Figure 3 | Magnetic interaction potential in a lattice. Graphical
representation of the static magnetic interaction potential in real space seen
by a quasiparticle moving on a square crystal lattice given that the other
quasiparticle is at the origin (denoted by a cross). The spins of the interacting
quasiparticles are taken to be antiparallel, such that the total spin of the
Cooper pair is zero. The dashed lines show the regions where the d-wave
Cooper-pair state has vanishing amplitude. This is the state that best
matches the oscillations of the potential, in that a quasiparticle has minimal
probability of being on lattice sites when the potential induced by the
quasiparticle at the origin is repulsive. The size of the circle in each lattice site
is a representation of the absolute magnitude of the potential (on a
logarithmic scale). This picture is appropriate for a system on the border of
antiferromagnetism in which the period of the real space oscillations of the
potential is precisely commensurate with the lattice.

10 Celn3

CeRhIn5
TN

3Tc
Tc

TN

Ce

In

Rh

Te
m

pe
ra

tu
re

 (K
)

5

0
0 10 20 30

Pressure (kbar)
40 50

Figure 4 | Effect of electronic anisotropy. The schematic
temperature–pressure phase diagram of two related heavy fermion
compounds, CeIn3 (refs 30, 52) and CeRhIn5 (refs 53–55). These two
materials differ in particular in the degree of anisotropy of the low energy
excitation spectrum. As one would expect, the thermal fluctuations in the
local magnetization lead to a smaller value of the magnetic transition
temperature (Néel temperature,TN) in the anisotropicmaterial. By contrast,
perhaps unexpectedly, Tc is greatly suppressed in the isotropic compound
CeIn3 (red lines) compared with CeRhIn5 (blue lines). Both of these features
are in qualitative agreement with the magnetic interaction model.
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Spin-susceptibility representation enables 
neutron scattering validation

Γpp(K, K ′) ≈ 3
2
Ū2χ(K −K ′)?

Γph
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(9%)
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(13%)

“exact” QMC

Ū fitted from Γpp

Ū from single-particle spectrum

Ū, G fitted from single-particle spectrum

Test simple spin-susceptibility representation of pairing 
interaction and calculate Tc in Hubbard model

electron filling

Maier et al., PRB ‘07
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High-impact science?

• Computational predictions
‣ If spin fluctuations are responsible for pairing, we 

can calculate the superconducting transition 
temperature Tc from the spin susceptibility

‣ The spin susceptibility can be measured in 
neutron scattering experiments

• Experiments to validate predictions
‣ Neutron scattering studies on high-Tc cuprates to 

measure the dynamic spin susceptibility

‣ Use neutron data as input to calculate Tc 
based on Hubbard model simulations

‣ Compare estimate of Tc with actual Tc

Almost certainly a success
> Positive outcome → Solution of one of the most important problems in condensed matter science
> Negative outcome  → Hubbard model - commonly accepted to describe the cuprates - does not have
         the right stuff
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What is missing in this picture?
Spatial inhomogeneities in cuprates 
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Bi-2212 therefore shows a tendency towards checkerboard elec-
tronic modulations when HTSC is suppressed. However, it is
unclear whether these checkerboard modulations in Bi-2212 rep-
resent a true electronic phase, because they exhibit2–4 (1) a variety of
doping-dependent incommensurate wavevectors, (2) very weak
intensities, and (3) short (,8 nm) correlation lengths within the
nanoscale disorder4–7. Furthermore, their atomic-scale spatial and
energetic structures are unknown, presumably because of disorder4–7

and/or thermal energy smearing DE < 3.5kBT < 30meV at
T < 100K (ref. 3).
To search for electronic order hidden in the pseudogap while

avoiding these uncertainties, we decided to study a simpler and less
disordered copper oxide at lower doping and temperature.We chose
Ca22xNaxCuO2Cl2 (Na-CCOC), a material whose parent com-
pound Ca2CuO2Cl2 is a canonical Mott insulator8. Within its
undistorted tetragonal crystal structure (Fig. 1b), all the CuO2

planes are crystallographically identical. Sodium substitution for
Ca destroys the Mott insulator state, producing first a nodal metal9

in the zero-temperature pseudogap (ZTPG) regime, and eventually
HTSC for x $ 0.10 (refs 10, 11). Crucially, Na-CCOC is easily
cleavable between CaCl layers to reveal an excellent surface. Initial
STM studies showed clean, flat CaCl surfaces (with traces of
nanoscale electronic self-organization) which exhibit a V-shaped
spectral gap for jEj , ,100meV (ref. 12).
Our studies used Ca22xNaxCuO2Cl2 samples with Na concen-

trations x ¼ 0.08, 0.10, and 0.12 and bulk Tc < 0, 15 and 20K
respectively. Atomically flat surfaces are obtained by cleaving below
20K in the cryogenic ultrahigh vacuum of a dilution refrigerator.

Figure 1d shows a typical topographic image of the CaCl plane with
inset showing the quality of atomic resolution achieved throughout.
These surfaces exhibit a perfect square lattice, without discernible
crystal distortion or surface reconstruction, and with lattice con-
stant a0 in agreement with X-ray diffraction (3.85 Å).

To image the electronic states in Na-CCOC, we use spatial- and
energy-resolved differential tunnelling conductance, g(r, E ¼ eV s),
measurements from STM. For a strongly correlated system such as a
lightly doped Mott insulator, g(r, E) is proportional to the momen-
tum-space integrated spectral function at r (ref. 13), rather than
LDOS(r, E). Nevertheless, g(r, E) measurements remain a powerful
tool for determining atomic-scale spatial rearrangements of elec-
tronic structure.

The properties of g(r, E) should be determined primarily by states
in the CuO2 plane because the CaCl layers are strongly insulating. In
support of this, we find thatmissing surface atoms (arrow in Fig. 1d)
do not affect g(r, E). A typical spatially averaged spectrum kg(r, E)l
for x ¼ 0.12 is shown in black in Fig. 1c. The high energy
conductance for electron extraction is ,5 times greater than that
for injection and this ratio grows rapidly with falling doping
(Supplementary Fig. 1). Such strong bias asymmetries in conduc-
tance have long been anticipated. This is because, in a lightly hole-
doped Mott insulator, the reservoir of states from which electrons
can be extracted at negative sample bias is determined by 1 2 p,
while that of hole-states into which electrons can be injected at
positive sample bias is determined by p, where p is the number of
holes per CuO2.

For jEj , 100meV, a slightly skewed V-shaped gap, reaching very

Figure 1 Atomic-scale explorations of electronic states in Ca22xNaxCuO2Cl2. a, A
schematic phase diagram of hole-doped copper-oxides showing the Mott insulator, high-

T c superconductor (HTSC) and metallic phases along with the ‘pseudogap’ regime and

the ZTPG line. b, Crystal structure of Ca22xNaxCuO2Cl2. Red, orange, blue and green

spheres represent Ca(Na), Cu, O and Cl atoms, respectively. Conducting CuO2 planes are

sandwiched by insulating CaCl layers. c, A characteristic spatially averaged tunnelling

conductance spectrum of x ¼ 0.12 Na-CCOC. The large particle–hole asymmetry in

conductance at high energies can be associated with the light doping of a Mott insulator

(see text). At low energies a skewed V-shaped gap exists. At energies below ,10meV,

changes occur in the spectra of superconducting samples (see Supplementary Fig. 5).

The spectrum measured on equivalently underdoped Bi-2212 is shown in blue. d, High-
resolution STM topograph of the cleaved CaCl plane of a crystal with x ¼ 0.10. The

perfect square lattice, without discernible bulk or surface crystal reconstructions, is seen.

The image was taken at a junction resistance of 4 GQ and sample bias voltage

V s ¼ þ200mV. e, The conductance map g(r, E) at E ¼ þ24meV in the field of view of

d. It reveals strong modulations with a 4a 0 £ 4a 0 commensurate periodicity plus equally

intense modulations at 4a 0/3 £ 4a 0/3 and strong modulations at a 0 £ a 0. All data in

this paper are acquired near T ¼ 100mK in a dilution refrigerator-based scanning

tunnelling microscope.
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Random SC gap
modulations in STM 
(BSCCO):
  Lang et al. ‘02

Charge ordered 
“checkerboard” state 
(Na doped cuprates):
  Hanaguri et al. ‘04

Random gap
modulations above Tc 
(BSCCO):
  Gomes et al. ‘07
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Stripes: another way to relieve 
kinetic energy frustration

• Phase separation into hole rich and hole poor regions was predicted by 
theory

• Inhomogeneities not included in present models

(Gor’kov ’87, Zaanen et al., ’89, Emory et al., ’90, White, Scalapino, ’98)
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The role of inhomogeneities in cuprates: 
An open problem

• Is superconductivity mediated by inhomogeneities?

• Do they enhance or suppress pairing?

• Is there an “optimal” inhomogeneity that maximizes Tc?

• Theoretical studies are difficult

‣ Strong electron correlations + inhomogeneities

‣ Present models are too simple to describe the real situation in the cuprates

• Need to solve appropriate models

• Opportunity for high-end computing

Emory, Kivelson et al., many papers
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Research plan: 
Inhomogeneities in the Hubbard model

• Study how inhomogeneities affect superconductivity in the 2D Hubbard model

‣ Random local Coulomb repulsions U(Ri)

‣ Periodic modulations of Coulomb repulsion

‣ Varied doping in multi-layer systems

• Questions to study in the near term

‣ Do inhomogeneities increase or decrease the transition temperature?

‣ How do they affect the pairing interaction?

‣ What is their effect on the electronic spectrum?

• Questions to study in the long term

‣ Is there an optimal inhomogeneity that maximizes the transition temperature?

‣ Is there an experimental realization of optimal inhomogeneous system?

• Relevance to experimental program 

‣ LSCO films and super-lattices with varied doping in growth direction can be grown at CNMS

‣ Systems can be characterized with neutron scattering
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Scientific and technological impact

• Scientific impact: 

‣ Understand the role of inhomogeneities in the cuprates, their 
effect on superconductivity including the transition temperature 
as well as the pairing interaction

‣ Important step towards solving the high-Tc puzzle

• Potential technological impact:

‣ Predict optimal in-plane inhomogeneity to artificially structure 
cuprate based materials with higher transition temperatures

‣ Predict optimal layer-dependent doping for multi-layer systems 
that maximizes transition temperature
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Research plan: Material specific calculations

• Link models to real materials

‣ Generate material specific models with DFT-based ab-inito 
calculations

‣ Understand the large differences in critical temperatures between 
different cuprates 

→ T.C. Schulthess
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Summary

• Dynamic cluster simulations of 2D Hubbard model of high-
temperature superconducting cuprates

• Superconductivity as a result of strong electronic correlations

• Pairing mediated by spin-fluctuations

• Missing:
‣ Experimental validation 

‣ Inclusion of charge and spin inhomogeneities
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Research Plan

12 month

Simulate Hubbard 
model with random 
disorder in inter-
action strength

Simulate Hubbard 
model with periodically 
modulated disorder & 
varied doping in 
multilayers

Perform & analyze 
neutron scattering 
experiments on 
cuprates to validate 
simulations

Generate & simulate 
material specific multi-
band models of 
cuprates

18 month 2 years 5 years

How does 
inhomogeneity affect 
superconductivity?

Is there an optimal 
inhomogeneity?

Is high-temperature 
superconductivity 
mediated by spin 
fluctuations?

Why is there a factor 
5 difference in Tc 
between different 
cuprates


