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Preface

For the past decade, the Scientific Discovery through Advanced
Computing (SciDAC) program sponsored by the U.S. Department
of Energy’s Office of Science has applied emerging capabilities in
high-performance computing to compelling scientific and
technical challenges. The results of this mindful integration of
forefront scientific computing and specialized domain knowledge
have been nothing short of extraordinary. SciDAC projects have
advanced the development of sustainable energy, improved the
understanding of global climate change, accelerated the design of
new materials, improved environmental cleanup methods, and
expanded the frontiers of physics at scales ranging from the tiniest
particles to massive supernovae explosions. They have also been
key to the development of a scientific computing infrastructure of
breathtaking power.

Perhaps most important, SciDAC has brought together outstanding scientists and mathematicians from
national laboratories, universities, and other research institutions, enabling the formation of teams with
the capabilities and expertise to tackle the most difficult research challenges. The annual SciDAC
conferences have provided the members of these teams and their colleagues in the computational
science community a forum for presenting their results, assessing new technologies, and exploring
new approaches to collaboration. The SciDAC 2010 Conference, held July 11-15, 2010, in
Chattanooga, Tennessee, was no exception.

The SciDAC 2010 program committee assembled an exceptional set of presentations and posters,
including an inspiring keynote talk by Steve Koonin, U.S. Department of Energy Under Secretary for
Science, on the contributions of extreme-scale computing to science, energy, and national security.
The visualization competition provided dramatic and compelling highlights of the range of science
supported by the SciDAC program. The fourth SciDAC Tutorials Day, hosted by the University of
Tennessee at Chattanooga on July 16, 2010, offered additional opportunities to engage with leading
experts and explore new tools and techniques.

It was my great privilege to serve as general chair of SciDAC 2010 and to participate in the
celebration of computational science that was a highlight of this conference. I extend my thanks to all
of the organizers, program committee, session chairs, presenters, participants, and the conference staff
whose hard work was essential to this informative, stimulating, and enjoyable event.

Thomas Zacharia

General Chair, SciDAC 2010

Deputy Director for Science and Technology
Oak Ridge National Laboratory
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SciDAC Update
Scientific Discovery through Advanced Computing

Michael Strayer

Associate Director for Advanced Scientific Computing Research
Director, SciDAC (Scientific Discovery through Advanced Computing)
Office of Science, U.S. Department of Energy

Introducing Dr. Steven Koonin as the keynote speaker at SciDAC 2010 and providing an update of
SciDAC to open the 2010 conference was Dr. Michael Strayer, associate director of the Advanced
Scientific Computing Research (ASCR) program. The Department of Energy’s (DOE’s) Office of
Science oversees ASCR, a program Strayer called “best in class” for advancing science and
technology through modeling and simulation. ASCR initiated SciDAC in 2000.

According to Dr. Strayer’s slides, ASCR’s Recovery Act projects totaled $154.9 million and supported
the Advanced Networking Initiative Leadership Computing Facility upgrades, efforts to develop the
next generation of computer architectures, meeting the cloud-computing needs of scientists through
the Magellan project, and supplementing and leveraging existing SciDAC investments through
SciDAC-e, which bolsters DOE electricity grid efforts and the Energy Frontier Research Centers.

Dr. Strayer provided highlights of scientific progress resulting from the Oak Ridge Leadership
Computing Facility upgrade to the Jaguar supercomputer, including advances in understanding of
energy loss in fusion reactors, properties of next-generation photovoltaic solar-cell materials, and
degradation of cellulose for ethanol production. He called out five Gordon Bell winners and three
petascale application (DCA++ and WL-LSMS for materials science and NWChem for chemistry).
Other scientific highlights included simulations of large, regional earthquakes, next-generation nuclear
reactors, magnetic fields that give rise to pulsars, and electronic structures of nanosystems.

In describing the community of computational scientists that SciDAC has built, Strayer spoke of
creations of the Centers for Enabling Technologies, SciDAC Institutes, Science Application
Partnerships, the SciDAC Outreach Center, the SciDAC Conference, and SCiDAC Review.

His vision for the future includes computational applied science, science at multiple petaflops,
outreach to young investigators, and co-design of hardware and system software as systems approach
exascale.

The summary of Dr. Strayer’s PowerPoint presentation was prepared by the Oak Ridge National

Laboratory. The complete PowerPoint version of his talk at SciDAC 2010 can be viewed at
http://computing.ornl.gov/workshops/scidac2010/presentations/m_strayer.pdf.
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Computational Challengesin Science, Energy, and National
Security

Dr. Steven Koonin
Under Secretary for Science, U.S. Department of Energy

Delivering the keynote speech at SciDAC 2010 was U.S. Department of Energy (DOE) Under
Secretary for Science Steven E. Koonin. The title of his talk was “Computational Challenges in
Science, Energy, and National Security.”

Prior to his confirmation as under secretary by the Senate on May 19, 2009, Dr. Koonin served as
chief scientist for BP, where he guided the company’s long-range technology strategy, particularly in
alternative and renewable energy. He joined BP in 2004 after a 29-year career at the California
Institute of Technology as a professor of theoretical physics, including 9 years as provost. His research
interests include nuclear astrophysics and theoretical nuclear, computational, and many-body physics,
as well as global environmental science. He has advised numerous groups, including the National
Science Foundation, the Department of Defense, and the Department of Energy including its national
labs.

In his keynote address, Dr. Koonin summarized the importance of collaboration between the SciDAC
2010 attendees. “[Collaboration] brings together these elements I was talking about—Ilaboratory
experiments, real-world operating experience, and simulation capabilities or modeling capabilities—to
try and make something bigger than each of those bases and have a real impact on the energy
program,” he said.

Dr. Koonin, who oversees the Office of Science and its programs including Advanced Scientific
Computing Research, outlined DOE’s missions: sustaining basic research that is discovery-driven and
mission-driven; catalyzing transformation of the energy system at national and global levels;
enhancing nuclear security; and contributing to U.S. economic competitiveness. Carrying out those
missions means addressing such challenges as reducing crude oil use and greenhouse gas emissions.

Simulations accelerate diverse advancements, such as nanostructures for energy storage, next-
generation nuclear reactors, and cleaner combustion of fuels in advanced engines and power plants,
Dr. Koonin said. Extreme scale computing, with 15 years of world leadership by DOE, can enable
simulations that sustain the United States as a major force of innovation and job creation. He cited the
example of Cummins’s design of a diesel engine solely with computer modeling and analysis; the only
testing was after-the-fact to confirm performance. Simulation reduced development time and cost,
while achieving a more robust design and better mileage.

Exascale capabilities—roughly one thousand times the speed of today’s fastest supercomputers—are
expected by 2018, Dr. Koonin said, noting the vigorous pursuit of high-performance computing by
other countries.

This summary of Dr. Koonin’s PowerPoint presentation was prepared by the Oak Ridge National

Laboratory. The complete PowerPoint version of his talk at SciDAC 2010 can be viewed at
http://computing.ornl.gov/workshops/scidac2010/presentations/s_koonin.pdf.
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Thermodynamics of magnetic systemsfrom first principles:
WL-LSMS

M. Eisenbach,! C.-G. Zhou,"" D. M. Nicholson,! G. Brown,? T. C. Schulthess®

'Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA

*Department of Physics, Florida State University, Tallahassee, Florida 32306, USA

*Institute for Theoretical Physics and Swiss National Supercomputer Center, ETH
Zirich, 8903 Ziirich, Switzerland

Abstract. Density Functional calculations have proven to be a powerful tool to study the ground
state of many materials. For finite temperatures the situation is less ideal and one is often forced
to rely on models with parameters either fitted to zero temperature first principles calculations or
experimental results. This approach is especially unsatisfactory in inhomogeneous systems,
nano particles, or other systems where the model parameters could vary significantly from one
site to another. Here we describe a possible solution to this problem by combining classical
Monte Carlo calculations—the Wang-Landau method [2] in this case—with a first principles
electronic structure calculation, specifically our locally self-consistent multiple scattering code
(LSMS) [3]. The combined code shows superb scaling behavior on massively parallel
computers. The code sustained 1.836 Petaflop/s on 223,232 cores of the Cray XTS5 jaguar system
at Oak Ridge.

1. Introduction

Density Functional based first principles electronic structure calculations for condensed matter systems
have reached a high level of maturity over the last few decades and are now a standard tool for the study
of ground state material properties [1]. While these methods have evolved to provide greater accuracy
and deal with wider classes of materials, the field of finite temperature behavior has received less
attention. The phase space usually is far too large to be dealt with directly. The usual methods of treating
the thermodynamics of a physical system involve either the time evolution of an ensamble or the
exploration of the most relevant parts of phase space by means of a Monte-Carlo method. Both these
approaches require a large number of evaluations of the underlying Hamiltonian that describes the
system (> 0(10%)), thus it is usually only feasible to treat severely simplified models that have to be
designed to capture the essential physics, as opposed to a direct treatment of the Density-Functional
Hamiltonian of the system.

To overcome this limitation we have developed the hybrid Wang-Landau/LSMS (WL-LSMS) code.
This code combines revcent advances in computational statistical mechanics, namely the Wang-Landau
method [2] with the LSMS first principles method that has already demonstrated superb scalability on
massively parallel machines.

* Present address: Quantitative Research, J. P. Morgan Chase and Company, New York, New York 10017, USA.

1



U.S. Department of Energy Scientific Discovery through Advanced Computing
SciDAC 2010

2. Structureof WL-LSMS

The WL-LSMS code uses a multi level parallelization scheme. At the top level, the code parallelizes
over concurrent random walkers, where we use a master-slave scheme, with a master that accumulates
the density of states of the system, and the slaves that execute the random walks, each running its own
instance of the LSMS method. The second parallelization level is the LSMS portion of the code. In
typical production runs, the WL method would use a hundred to a few thousand concurrent walkers, and
the LSMS portion would be parallelized over up to a few thousand processing cores. The method hence
will scale to hundred thousand or millions of processing cores. The schematics of the parallelization
structure are shown in Figure 1.

Figure 1. Parallelization strategy of the combined
Wang-Landau/LSMS algorithm. The Wang-
Landau process generates random  spin
configurations for M walkers and updates a single
density of states g(E). The energies for these N
atom systems are calculated by independent
LSMS processes (Figure 2). This results in two
levels of communication, between the Wang-
Landau driver and the LSMS instances, and the
internal communication inside the individual
LSMS instances spanning N processes each.

Figure 2. Schematic, Left: LIZ centered at processor/atom i; Right: message passing and computation.

3. The Wang-Landau Algorithm
All thermodynamic potentials can be derived from the partition function

ZH =/ e EX)/(kT) g x (1)

where E(X) is the internal energy of the system with the phase space described by the variable X in
some high dimensional space consisting of all the microscopic degrees of freedom of the system (atomic
positions, velocities, and/or magnetic moments). In importance sampling Monte Carlo simulations one
performs a random walk through phase space that is biased in such a way that the walker spends most of
the time where the integrand in equation (1) is largest, that is, where the energy E(X) is small.
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The partition function in equation (1) can be rewritten in the form
Z(T) = | g(B)e #/CsNdE @
where the density of states is defined as
g(E) = [ 6(E — E(X))dX 3)

and §(E) is the Dirac §-function.
Flat histogram methods, such as the Wang-Landau algorithm, use the density of states, g(E), for
importance sampling, thus accepting the new configuration with probability

min[1, g(E;)/g(Eir1)]- @

The effect is to create an equal probability of visiting each energy level in the system.

The main obstacle of flat-histogram methods is that g(E) is not known. Instead, an estimate of the
density of states §(E) must be constructed self-consistently as the Monte Carlo estimate is generated.
The Wang-Landau algorithm accomplishes this as follows. It begins with a prior estimate of the density
of states, §,(E), which might be just a constant. Assuming that a Monte Carlo move to a new
configuration with Energy E;,, is accepted according to the criterion of equation (4), the density of
states is updated with

In[g(Ei41)] < In[G(Eir1)] + Inf ®)

where f is the modification factor that is initially set to Inf = 1. The modification factor is reduced in
steps such that In(f) « In(f)/2 and the density of states converges as In(f) — 0.

Since the systems we set out to study here have continuous degrees of freedom, g(E) is a function
of a continuous variable as well. Hence, we employ the kernel update scheme described by Zhou et al.

[8].

4. TheLSM S Algorithm

For the energy evaluation, we employ the first principles framework of density functional theory (DFT)
in in the local spin density approximation (LSDA). To solve the Kohn-Sham equations arising in this
context, we use a real space implementation of the multiple scattering formalism. The details of this
method for calculating the Green function and the total ground state energy E[n(7),m(7)] are
described elsewhere [3,4]. For the present discussion it is important to note that the computationally
most intensive part is the calculation of the scattering path matrix T for each atom in the system by
inverting the multiple scattering matrix.

7= [ —tGy]™ 't

The only part of 7 that will be required in the subsequent calculation of site diagonal observables (i.e.,
magnetic moments, charge densities, and total energy) is a small (typically 32 X 32) diagonal block of
this matrix. This will allow us to employ the algorithm described in the next section for maximum
utilization of the on node floating point compute capabilities.

Most importantly for the application in the hybrid Wang-Landau LSMS method, our Locally
Self-consistent Multiple Scattering (LSMS) method allows the possibility of non-collinear magnetism
[5].

The orientation é° of the magnetic moment for each site is determined by
et = [ A7 m'(P)/| [ a7 M (7).

Since an arbitrary arrangement is not a DFT ground state we will have to deal with a constrained general
state as presented by Stocks et al. [6,7]. In the constrained local moment (CLM) model the LSDA
equations are solved subject to a constraint that ensures that the local magnetizations lie along the
directions prescribed by {€;}. Thus this method enables the calculation of the energies of arbitrary
orientational states as generated by the Wang-Landau algoritm.
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5. Blockinversion in LSMS
The most time consuming part of the LSMS calculation is the inversion of the multiple scattering matrix.
The amount of computational effort can be reduced by utilizing the fact that for each local interaction
zone only the left upper block (ty) of the scattering path matrix 7 is required. In this section we
describe an algorithm that reduces the amount of work needed while providing excellent performance
due to its reliance on dense matrix-matrix multiplications that are available in highly optimized form in
vendor or third party provided implementations (i.e., ZGEMM in the BLAS library).

The method employed in LSMS to calculate the required block of the inverse relies on the well
known expression for writing the invers of a matrix in term of inverses and products of subblocks:

5 =G V)

U=(A-BD™1(C)™!

and similar expressions for V', W, and Y. This this method can be applied multiple times to the
subblock U until the desired block 74 of the scattering path matrix is obtained.

where

6. Performance

We analysed the performance of the code for systems consisting of both 250 and 1024 Fe atoms
respectively. For these systems we study the scaling properties of the code as a function of number of
walkers used in the WL simulation. Every individual LSMS calculation per walker can be distributed
onto 250 or 1024 cores. On the Cray XTS5 jaguarpf system at ORNL's National Center for
Computational Sciences (NCCS), we can thus scale these calculations to up to 895 parallel WL walkers
for 250 atoms on 223,752 cores and 218 walkers on 223,232 cores for 1024 Fe atoms. In these
performance analysis runs, each walker executes 20 WL steps, which is far fewer than a real
simulations.

In Figure 3 we show how the time to solution scales if we increase the number of WL walkers, and
thus the total number of samples taken in the WL-LSMS simulation. The result shown thus represent a
weak scaling plot, and the scaling behavior of the WL-LSMS method looks close to optimal. We find a
similarly optimal strong scaling behavior, if we fix the number of samples taken for every run and
increase the number of walkers. With the available size of machines today, we are still far from
saturating the method in terms of scaling behavior.

Figure 3. (left) The weak scaling behavior of the WL-LSMS code for 250 and 1024 atom systems with
a varying number of Wang-Landau walkers. The times shown represent the total runtime of the code and
include the startup costs of the calculations. This accounts for the jump in the runtime for the 250 atom
systems as each Wang-Landau walker reads its initial input file. (right) The sustained performance of
the Wang-Landau LSMS code on jaguarpf for systems of 250 iron atoms (blue squares) and 1024 atoms
(red circles). The code reaches a performance of 1.755 Petaflop/s on 223,752 cores for 250 atoms and
1.835 Petaflop/s on 223,232 cores for a 1024 atom system.
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The sustained floating point performance of the runs that correspond are shown also in Figure 3. In
order to measure the executed floating point operations of the benchmark runs, we have instrumented
the WL-LSMS code with PAPI calls. rFor the largest runs with 218 parallel Wang-Landau walkers of
1024 atoms each and 20 steps per walker, the measured sustained performances was 1.835 petaflop/s,
which on the 223,232 AMD Opteron cores running at 2.6 GHz corresponds to a fraction of 79.0% of the
theoretical peak performance.

7. Magnetic transition temperaturefor iron

Here we present a calculation of the magnetic transition temperature (Curie temperature) of iron.
Utilizing the methods and algorithm described above we consider a periodically repeated cells of
250 iron atoms and converge the Wang-Landau density of states g(E) for changes in the magnetization
direction on the individual iron sites. For the underlying LSMS calculation of these iron cells, the atoms
were placed on a body-centered cubic lattice with a lattice parameter of 5.42a,, corresponding to the
experimental value, and the local interaction zone has a radius of 11.5a,. The self-consistently
converged potential for the ferromagnetic ground state was used for all the individual frozen-potential
energy calculations in the combined Wang-Landau/LSMS algorithm.

Using 400 Wang-Landau walkers the calculation converged in 590,000 and required 4,885,720
CPU hours on the jaguar Cray XTS5 system. The resulting density of states is shown in Figure 4 and
Figure 5. While the computational resources needed for a system with several hundred atoms are
considerable, the remaining calculations to compute any desired temperature dependent thermodynamic
properties is marginal.

Figure 4. The unnormalized logarithmic
Wang-Landau density of states Ing(E) for a
periodic system of 250 iron atoms, respectively.

Figure5. Free Energy F' for a system of 250 iron
atoms.

With this density of states the partition function that describes the thermodynamics of the system can
be calculated for any temperature.

These calculation yields a transition temperature of 980K. This result is in remarkably good
agreement with the experimentally known Curie temperature of bulk iron of 1050K.
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8. Summary
In the present paper we have demonstrated our approach for the first principles treatment of finite
temperature behavior of magnetic systems. The combination of the most recent massively parallel
supercomputing architectures and advances in both algorithmic developments and most importantly
new computational methods have made this hybrid statistical mechanics/first principles method
feasible.

The code presently is applicable to the evaluation of magnetic transition temperatures of transition
metal alloys and has already reproduced the Curie temperature of bulk Iron [9].

Acknowledgments

We acknowledge use of resources of the National Center for Computational Sciences and the Center for
Nanophase Materials Sciences, which are sponsored by the respective facilities divisions of the offices
of Advanced Scientific Computing Research and Basic Energy Sciences (BES) of the U.S. Department
of Energy. The present research was supported by the Laboratory Directed Research and Development
fund of ORNL, as well as the division of scientific user facilities of BES. Computations were performed
at the Oak Ridge Leadership Computing Facility under an INCITE allocation.

References

[1] Martin, R. M., Electronic Sructure: Basic Theory and Practical Methods, Cambridge, 2004.

[2] F.Wang, D. P. Landau, Phys. Rev. Lett. 86, 2050 (2001).

[3] Yang Wang, G. M. Stocks, W. A. Shelton, D. M. C. Nicholson, Z. Szotek, and
W. M. Temmerman, Phys. Rev. Lett. 752867 (1995).

[4] M. Eisenbach, B. L. Gyérffy, G. M. Stocks, and B. Ujfalussy, Phys. Rev. B 65, 144424 (2002).

[5] G. M. Stocks, Y. Wang, D. M. C. Nicholson, W. A. Shelton, Z. Szotek, W. M. Temmerman,
B. N. Harmon, V. P. Antropov, Mater. Res. Soc. Symp. Proc. 408, 157 (1996).

[6] G.M. Stocks, B. Ujfalussy, X. Wang, D.M.C. Nicholson, W. A. Shelton, Y. Wang, A. Canning,
and B. L. Gyorfty, Philos. Mag. B 78, 665 (1998).

[7] B. Ujfalussy, X. Wang, D.M.C. Nicholson, W. A. Shelton, G. M. Stocks, Y. Wang, and
B. L. Gyorffy, J. Appl. Phys. 85, 4824 (1999).

[8] C.-G. Zhou, T. C. Schulthess, S. Torbriigge, D. P. Landau, Phys. Rev. Lett. 96, 120201 (2006).

[9] M. Eisenbach, C.-G. Zhou, D. M. Nicholson, G. Brown, J. Larkin, T. C. Schulthess, SC'09:
Proceedings of the Conference on High Performance Computing, Networking, Storage and
Analysis, ACM, 2009.



U.S. Department of Energy Scientific Discovery through Advanced Computing

SciDAC 2010

Quantum Monte Carlo algorithms: making most of large-scale
multi/many-core clusters

Jeongnim Kim,! Kenneth P. Esler,* Jeremy McMinis,? and David M. Ceperley?

'National Center for Supercomputing Applications
Department of Physics
University of Illinois at Urbana-Champaign, Urbana, IL, USA

Abstract. With advances in algorithms and the changing landscape of high performance
computers (HPC), the quantum Monte Carlo method has become a leading contender for high
accuracy calculations for the electronic structure of realistic systems. QMC, being statistical, is
naturally scalable to a large number of processors. We discuss QMC implementations to
overcome the important efficiency and scalability bottlenecks encountered with the HPC
systems based on the multi/many-core architecture of today and present state-of-art QMC
calculations of solid-state and molecular systems using tens or hundred thousand cores on the
petascale computers. Also presented are the solutions for QMC to adapt to the future HPC
architectures and to harness ever-increasing computing powers to tackle outstanding materials
and chemical problems.

1. Introduction

Continuum guantum Monte Carlo (QMC) methods employ explicitly correlated wavefunctions to
describe the many-body effects and symmetries in an efficient and compact manner and solve the
Schrédinger equation by a stochastic process [1]. QMC is one of the most accurate ab initio methods to
describe the behavior and properties of quantum many-particle systems. It is general and applicable to a
wide range of physical and chemical systems in any dimension, boundary conditions etc. The favorable
scaling, 3—4 power of the problem size, and ample opportunities of parallelizations, e.g., over multiple
Bloch k-vectors, make QMC methods uniquely powerful tools to study the electronic structure of
realistic systems on large-scale parallel computers.

Until recently, QMC methods have been able to exploit the steady increase in clock rates and
enhancement of performance enabled by advances in CMOS VLSI technology for faster and bigger
simulations [2]. However, we have seen some significant changes in the mode of increase of
computational power in this decade. The performance gain has been largely driven by increasing
parallelism in a shared-memory processor (SMP) unit in the form of multi-core processors and GPUs
(Graphics Processing Units). Emerging architectures will have an order of magnitude higher
concurrency and will force applications to deal with the heterogeneity and hierarchy in the memory,
processing and communication subsystems [3]. This presents challenges as well as opportunities for
QMC algorithms.

In this article, we discuss the design and implementation details of QMCPACK to take advantage of
clusters of multi-core processors and GPUs. QMCPACK, an open-source QMC simulation code written
in C++, implements advanced QMC algorithms for large-scale parallel computers [4]. It utilizes hybrid
(OpenMP,CUDA)/MPI approaches on multi/many-core architectures to achieve the high computational
efficiency, while minimizing communication overhead. We present an overview of applications enabled
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by QMCPACK and conclude with the outlook of the QMC algorithms for the current and next
generations of HPC systems and our plans for emerging computing architectures.

1.1.QMC Methods

Various quantum Monte Carlo methods solve the time independent Schrédinger equation whose
solution, a many-body wavefunction ¥(R) in a 3N configuration space R, satisfies an eigenvalue
equation of the form,

HY = EV. (1)

Here E is the ground-state energy for the system and 7 is the Hamiltonian, or total energy operator.
Since the exact solution ¥ is known only for simple few-body systems, QMC methods employ a trial
wave function Wr and find the ground-state solution either by minimizing the energy by varying
parameters in a Wras in variational Monte Carlo (VMC) method or by projecting out the ground state by
repeatedly applying an imaginary time Green’s function or propagator exp(—t #) on Wy as in diffusion
Monte Carlo (DMC) method [1].

The vast majority of the computational time in an accurate QMC simulation is spent in DMC and
therefore minimizing the wall-clock time to obtain a DMC solution within a target error is desired. The
optimized computational kernels, physical abstractions and parallelization schemes, however, are also
applicable to all other QMC algorithms. We will use DMC to introduce the key concepts and
components as implemented in QMCPACK and to guide readers throughout this paper.

In the DMC algorithm, an ensemble of walkers (population) is propagated stochastically from
generation to generation, where each walker is represented by R. In each propagation step, the walkers
are moved through position space by a drift-diffusion process. At the end of each step, each walker may
reproduce itself, be killed, or remain unchanged (branching process), depending on the value of the local
energy at that point in space, E(R) = #{¥r (R)/¥7 (R). The walkers in an ensemble are tightly coupled
through a trial energy Erand a feedback mechanism to keep the average population at the target 10°-10°
walkers. This leads to a fluctuating population and necessitates shuffling of walkers among parallel
processing units to maintain good load balance in an appropriate interval.

1.2. QMC Applications

Figure. 1 highlights recent QMC calculations using the petascale systems at National Center for
Computational Sciences (NCCS) and Lincoln GPU cluster at NCSA. Highly scalable and efficient
implementations in QMCPACK have allowed QMC studies of the electronic structure of realistic systems
with great technological impacts, e.g., on energy, biological and microprocessor development.

Figure 1. (a) Binding energy of H,t0 a benzene, (b) free-energy of liquid water and
(c) energetics of native defects in metals and semiconductors.
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2. Hybrid QMC algorithms
Among many ways to parallelize DMC algorithm, the multiplicity of the walkers in an ensemble
provides the most natural units for data and task parallelizations. The internal state of each walker, its
configuration R and other data to reduce recomputing, is encapsulated in Walker class. The operations to
propagate each walker during the drift-diffusion process are expressed as a parallel loop over the
Walkers. Once a generation has evolved, the properties of all the walkers in an ensemble are collected to
determine Erand N,, the number of walkers of the next generation, which employs global reduction
operations among MPI tasks. The redistribution of Walkers during the load-balance step can be
efficiently done by exchanging a serialized Walker object in a large message between paired MPI tasks.
We fully exploit the language features of C++ and standard libraries, e.g., allocators, to maximize
cache reuse, eliminate false sharing among threads, reduce the overhead in managing threads and
optimize MPI communications. There are several different and independent ways to parallelize a QMC
calculation beyond the walker level, e.g., over parameter and configuration spaces and over Bloch
k-vectors. Such high-level parallelism can be easily managed by mapping a DMC ensemble on a MPI
group and is not the subject of this article.

2.1. QMC on Clusters of Multi-Core SMPs
Figure 2(a) illustrates the distribution of Walkers among OpenMP threads and MPI tasks. This hybrid
OpenMP/MPI scheme has several advantages over the standard MPI-only scheme.

e Memory optimized: large read-only data to store one-body orbitals and other shared properties to
represent the trial wave function and many-body Hamiltonian can be shared among threads,
which reduces the memory footprint of a large-scale problem.

o Cache optimized: the data associated with an active Walker are in cache during the
compute-intensive drift-diffusion process and the operations on an Walker are optimized for
cache reuse. Thread-local objects are used to ensure the data affinity to a thread.

e Load balanced: Walkers in an ensemble are evenly distributed among threads and MPI tasks. The
two-level parallelism reduces the population imbalance among MPI tasks and reduces the number
of point-to-point communications of large messages (serialized objects) for the Walker exchange.

e Communication optimized: the communication overhead, especially for the collective operations
necessary to determine ET and measure the properties of an ensemble, is significantly lowered by
using less MPI tasks.

Figure 2. (a) Schematic view of Walker allocation per MPI task. Each Walker
object, shown as a box, contains R, weight and other data associated with it. (b)
Parallel efficiency of OpenMP/MPI hybrid runs on a Cray XT4 (dual quad-core
AMD Opteron) with respect to a run using a single core among 8 available cores per
node.

Effectiveness of the hybrid scheme is evident in Figure 2(b). The parallel efficiency remains high for
any combination of OpenMP threads and MPI tasks even at this modest scale of 512 cores. In fact, DMC

9
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scales nearly perfectly with respect to the number of threads: the additional parallelism from
multithreading allows more walkers per MPI task and improves the overall parallel efficiency and load
balance among SMP nodes. The VMC efficiency reflects the memory bandwidth-limited nature of QMC
algorithms when all the cores are used. However, the performance reduction due to resource sharing on
a node, e.g., bandwidth, is insignificant and the added parallelism with more cores improves the
efficiency of a QMC simulation by increasing the rate of MC sample generation and, therefore, reducing
the time to solution to reach the target error bars of the quantities of interest. The parallel efficiency of
hybrid runs is affected by the memory architecture and is subject to the quality of compilers and MPI
implementations. In general, the optimal performance is obtained when a MPI task is mapped over a
NUMA node as shown in Figure 2(b) with 4 threads on a quad-core processor.

2.2. QMC on Clusters of GPUs

Recently, a path to significant jump in computational performance has become available through the use
of GPUs for general-purpose computation. These processors combine many floating point units and
relatively simple execution units with a very wide memory bus to allow dramatically higher peak
throughput than conventional CPUs. In order to make use of these capabilities, QMC algorithms are
reformulated to increase parallelism in the computational kernels: instead of operating on one Walker at
a time, which is optimal on cache-based CPUs, we reorder the loops so that each kernel works on all the
Walkers in parallel and parallelize the additional loops over the particles or orbitals. Accordingly, the
data structures are redesigned to make good use of the memory hierarchy of a GPU and capabilities are
added to efficiently manage data transfer between host and GPU. Using mixed precision on GT200
GPUs and MPI for intercommunication and load balancing, we observe typical full-application
speedups of 10x to 15x relative to quad-core Xeon CPUs alone, while reproducing the double-precision
CPU results within statistical error [5].

2.3. Performance of Hybrid QMC

In Figure 3, we show the calculated speedup for a DMC calculation of a defect in a 64 atom supercell
(260 electrons). The parallel efficiency of DMC, which compares the number of MC samples generated
in a given wall-clock time, shows near 95% of the ideal speedup up to 216K cores. The scalability of
CUDA/MPI is equally high, because the communication overhead can be effectively compensated by
increasing the computational load, i.e., by allocating more Walkers on a GPU than a CPU. On average,
QMCPACK achieves 25% of the peak performance on x86 systems, which amounts to 0.5 PF sustained
performance on jaguar-pf for the 216K-core runs. Our scaling studies expose the performance issues
with blocking collectives and parallel 1/O at large scales. However, several practical solutions exist
including increased intervals between the synchronizations, asynchronous 1/0 and use of non-blocking
collectives [7].

Figure 3. (blue) DMC speedup normalized to
2400 cores. Shown in red is the DMC
performance including periodic checkpointing
using parallel HDF5 library [6]. The runs use
6 OpenMP threads per MPI task on Cray XT5
(jaguar-pf) systems at NCCS.

10
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3. Conclusions

The quantum Monte Carlo method has exploited the steady increase of computational power over past
decades. Increasing parallelism in the form of multi-core SMPs or GPUs is not an exception. We
demonstrated that QMC implementations using (OpenMP,CUDA)/MPI hybrid programming model can
achieve high scalability and computational efficiency on the current generation of HPC systems. The barriers
for sustained petaflop QMC simulations are successfully removed by the hybrid methods which minimize the
memory use and communication overhead, while maximizing the use of available parallel processing units
on each platform. New developments are in progress to enhance QMC performance by employing
light-weight threads, one-sided communications and mixed precision, which will be increasingly critical on
the emerging architectures characterized by limited memory per processing unit, heterogeneity, and high
concurrency.
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Abstract. One of the most important challenges in quantum simulations of biomolecules is
efficient and accurate inclusion of the solvent, because the solvent atoms usually far outnumber
those of the solute. We have developed a hybrid method that allows for explicit quantum-
mechanical treatment of the solvent at low computational cost. It combines Kohn-Sham (KS)
density functional theory (DFT) with fixed-density orbital-free (FDOF) DFT. KS DFT is used
to describe the biomolecule and its first solvation shells, while the FDOF DFT is employed for
the rest of the solvent. The FDOF method scales linearly with the number of atoms and is
capable of handling 10° solvent molecules on current supercomputers, while taking only a
small percentage of the total computational time. The compatibility between the KS and OF
DFT methods enables seamless integration between the two. In particular, the flow of solvent
molecules across the KS/FDOF interface is allowed and the total energy is conserved. The
hybrid method has been used to investigate the binding of copper ions to the prion protein
(PrP), which is responsible for a group of neurodegenerative diseases called the transmissible
spongiform encephalopathies, such as Cruetzfeldt-Jakob in humans or mad cow disease in
cattle. Our results show that as copper ions successively bind to the PrP, the protein changes its
shape to accommodate the ions. The binding sequence is such that while the binding energy per
copper ion decreases, the energy balance is still positive and up to four copper ions can be
bound. PrP acts thus as a copper buffer. Furthermore, the copper-bound PrP becomes more
stable and more resistant to misfolding. Therefore, copper plays a beneficial role in the initial
stages of prion diseases.

1. Introduction

Accurate representation of solvation is one of the most important aspects of simulations on
biomolecules. The solvent not only determines the shape of biomolecules, but it also plays a direct role
in many biological processes. The difficulty of dealing with solvation stems from the fact that a large
number of solvent molecules is required in a simulated system and the solvent atoms usually
outnumber those of the the solute, which are of main interest.

The computational cost of treating the solvent is particularly important for quantum simulations,
where systems of ~10° atoms can be treated at present and the cost of the simulation increases
dramatically with the number of atoms. For that reason, there is substantial interest in developing
methods for efficient description of solvation effects. One way is to use implicit representation of the
solvent. In such methods, the solvent is represented as a polarizable continuum dielectric [1,2,3].
These methods are highly efficient, since they eliminate the need for direct treatment of the solvent
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molecules. This approach was successfully used [4,5,6,7] in many instances, but evidence suggests
that for full understanding of the behavior of many biological systems an explicit treatment is
essential. For example, molecular mechanics simulations of proteins have shown that an implicit
representation leads to incorrect predictions of native structures and folding pathways, while explicit
treatment of the solvent yields results in agreement with experimental observations [8,9]. Furthermore,
for many solvated biomolecules water molecules are located near the active sites and are essential to
their functions. To properly describe these water molecules, hydrogen bonds with other water
molecules have to be included and this can only be done when the solvent is treated explicitly.

Explicit representation of full solvation in quantum calculations is only feasible when the solvent
molecules are represented in a simplified manner at a lower level of theory than the solute. A typical
example of this approach is the QM/MM method [10,11,12], which combines ab initio and molecular
mechanics simulations. In QM/MM, the chemically active part of the system is treated at an ab initio
level, while the rest of the system, including the solvent and remainder of the solute, is treated with
classical force fields methods. The weak point of QM/MM schemes is the treatment of interaction
between the QM and MM subsystems. A special energy term is required to describe this interaction. It
usually employs force field parameters, which were developed and tested in calculations within
classical molecular mechanics and not for interactions between the QM and MM subsystems.
Furthermore, to allow for the flow of solvent molecules across the QM/MM interface, resulting in
exchange of molecules between the subsystems, buffer regions and force smoothing functions have to
be used [13].

We have recently developed [14] a different approach to hybrid simulations, in which two density
functional methods are combined. The chemically active part of the system is treated with the usual ab
initio Kohn-Sham DFT, while a frozen-density orbital-free (FDOF) DFT method, which scales
linearly with the number of atoms, is used for the rest of the system. In this method, the solvent
molecules are assumed to have rigid geometries and frozen electron densities. The advantage of
combining two DFT methods is that interactions between the subsystems can be treated at the
quantum level rather than at the level of molecular mechanics, as is usually the case in QM/MM
methods. In addition, the KS/FDOF method provides seamless integration between the subsystems and
allows for the flow of the molecules across the KS/FDOF interface without the need for a buffer
region or force smoothing. Within the KS/FDOF method, energy conserving molecular dynamics
simulations can be run even when molecules are exchanged between the subsystems.

As an initial application, this method was used [15] to study interactions of copper ions with the
prion protein (PrP). PrP is responsible or a group of neurodegenerative diseases called transmissible
spongiform encephalopathies (TSEs) [16,17]. The TSEs include bovine spongiform encephalopathy or
“mad cow disease” in cattle, scrapie in sheep, chronic wasting disease in deer and elk, kuru and
Creutzfeldt-Jakob disease in humans. The PrP structure is characterized by a folded, mostly a-helical,
C-terminal domain and an unfolded, flexible, N-terminal region. In TSEs, the prion protein misfolds
and aggregates into amyloidic deposits. The detailed structure of the misfolded PrP has not been
resolved yet, but it is known that the deposits are B-sheet rich [18]. The normal function of the PrP® in
healthy tissue is still unknown. However, it is now well established [19,20] that the PrP® efficiently
binds Cu®" and further studies [21] link this ability to its function.

To better understand the copper-related function of PrP, copper attachment to PrP has to be fully
elucidated. To this end, we use the KS/FDOF hybrid method to study interactions between copper and
PrP in various binding modes, which have been suggested experimentally [22]. In particular, we
calculate for the first time the attachment geometries and binding energies for low and medium copper
concentration conditions. Our analysis of the energetics shows that PrP is capable of carrying out
copper buffering function as previously suggested [23]. Starting from these copper-attachment
geometries, we perform molecular mechanics simulations of the full length PrPC. These reveal that
binding of copper leads to development of new structural features in the unfolded part of the protein
increasing the stability of the entire copper-coordinating region. Since the stabilized protein has a
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lesser tendency to misfold, this result suggests a protective role of copper in the initial stages of prion
diseases.

2. Hybrid Kohn-Sham DFT/Frozen-Density Orbital-Free DFT Method

Within KS/FDOF DFT, the solvent molecules are described with a frozen-density orbital-free (FDOF)
DFT method. These molecules are assumed to have rigid geometries and frozen electron densities. The
combined total energy is given by the following expression:

where Tor stands for the orbital-free (OF) kinetic energy (KE) functional, Ey is the Hartree energy,
Exc is the exchange correlation energy, Eppioca €valuates the energy of interaction between the
electrons and the local part of the pseudopotentials, and Exa denotes the interaction energy between the
atomic cores in the system. Any OF KE functional can be used in the formula above, but we have
found that the LLP [24] functional works well in calculations for liquid water:

where

Note that only the local part of the pseudopotential
is used in Eq. 1, the reason being that the non-local part
of pseudopotential is applied to orbitals rather than the
charge density. Neglecting the non-local contributions
is well justified, because the present method only deals
with intermolecular interactions (molecules are
assumed to have frozen geometries and charge
densities), and the short-range non-local effects are
negligible at typical intermolecular distances.

For expediency, the charge density for each solvent
molecule is described by gaussians centered on ionic
positions. The coefficients are adjusted so that the
charge and the dipole moment of the water molecule
are correctly reproduced. The obtained radial
distribution functions (RDFs) of this simple model
compare well to experimental results for liquid water,
as shown in Figure 1.

To define a hybrid calculation scheme combining
the FDOF and KS methods, consider a system that
contains two types of atoms: those that are treated with
the FDOF method (FDOF atoms) and those that are

treated with the KS DFT method (KS atoms). The
FDOF atoms have fixed charge densities attached to
them, which sum up to grpor(r), while the charge
density corresponding to the KS atoms, gks(I),
minimizes the energy functional for the hybrid system.
The total charge density of the entire system is simply
the sum of both densities

14

Figure 1. Radial distribution functions
calculated using the frozen-density
method (solid lines) for a system of 432
water molecules at 300 K. Experimental
results [25] are also shown (dashed lines).
For better comparison, intramolecular
features in H-H and O-H plots were
removed from the experimental data.
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Since the Hartree and exchange-correlation energies are explicit functions of the charge density, it
is straightforward to calculate these quantities for the hybrid system using @i The atom-atom
interaction energy is also straightforward, being the sum over all atoms present in the hybrid system,
regardless of their type. As for as the pseudopotential energy, the local and non-local parts are treated
differently: each atom has a local potential associated with it and it acts on the total density g, While
only the KS atoms have non-local potentials associated with them and these only act on the KS
orbitals.

Defining KE of the hybrid system is somewhat more complicated. Taking the sum of the FDOF
and KS KE:s is not sufficient, since kinetic energies are non-additive. The non-additive part of KE can
be estimated [26] as

Traddlorpor, exs) = Torleet) — Torlerpor] — Torloxs)- (5)

This gives the following functional for the total electron energy of a hybrid system:

Enyiridlorpor, eks, {Ri}rpor, {Ri}ks) =  Trrlerr| + Tksleks]) + TheddleFDoF, 0K 5|
+  Egloia) + Exclott]) + EPP, oo [0k S, {Ri}KS]
+ Eppioc(otot: {Ri}] + Eaa[{Ri}]. (6)

Here {R;} denotes all atoms in the system and {R;}ks stands for atoms treated by the KS DFT. Note
that in this functional grpor is rigidly tied to the positions of FDOF atoms, while ks is determined by
minimizing the energy functional above.

An important feature of our method is that it allows for for the flow of molecules across the
interface between the regions treated by the different methods. Being able to deal with a change in the
number of KS atoms is important, since in dynamical calculations the number of solvent molecules in
first solvation shells or within the KS region can change. It is also possible that a solvent molecule
originally treated by the KS method moves out of the KS region. Such molecule cannot be treated by
the KS DFT anymore, since it is required that all KS atoms are inside the KS region, and the number
of KS atoms has to be decreased. When such an event occurs, the KS/FDOF simulation can readily
continue, since the total electron energy in KS/FDOF system (Eq. 6) can be calculated for any number
of KS and FDOF molecules. However, the exchange causes discontinuities in the total electron
energy, due to the fact that the electron energy of a solvent molecule is different when calculated with
KS or FDOF methods. Nevertheless, these discontinuities can be simply removed by subtracting
differences in total energy before and after each exchange. This procedure yields an essentially
constant total energy and smooth kinetic energy curves as a function of simulation time, thus enabling
energy-conserving quantum molecular dynamics simulations.

3. Copper-PrP Interaction

As an initial application of the KS/FDOF technique, the binding of copper ion to the prion protein,
PrP, is investigated. The PrP is implicated in a group of neurodegenerative diseases called
transmissible spongiform encephalopathies. These include bovine spongiform encephalopathy (BSE)
or “mad cow disease” and the Creutzfeldt-Jakob disease (CJD). The physiological function of the PrP
is unknown, but recent investigations [27,28,21,29,30,31] suggest that it may be linked to its ability to
bind copper.

A range of experimental techniques, including EPR [32,33,34], CD [35], X-ray crystallography
[36] and NMR [37,38] have been used to investigate Cu*" binding to PrP. These studies determined
that, at maximum copper occupancy, the full-length prion protein can bind five or six copper ions.
Four of these binding sites are located in the octarepeat domain, residues 60-91, which consists of four
tandem repeats of the aminoacid sequence PHGGGWGAQ. In this case the copper ions are coordinated
by a single histidine residue, deprotonated backbone amide nitrogens, and a backbone carboxyl
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oxygen. This mode of binding has been confirmed by theoretical studies [14,39] and the copper
geometry is displayed in Figure 2.

Figure 2. Binding of copper ion to a HGGGW fragment. The copper
ion is shown in gold, carbon atoms are colored green, nitrogen atoms
blue, oxygen atoms red and hydrogens light grey.

More recent experimental works have found that this picture of copper attachment to the octarepeat
domain is incomplete and that different modes of attachment occur depending on environmental
factors. EPR investigation by Chattopadhyay et al. [22] demonstrated that copper attachment to the
octarepeat region of the prion protein depends on its concentration and that the 1:1 attachment,
denoted as Component 1 [22], only takes place at high concentrations. When copper concentration
decreases two other coordination modes occur. At low concentration, one copper ion is coordinated by
either three or four histidines from different repeats. The exact number of histidines participating in
this binding, called Component 3, could not be determined. Interestingly, the same type of binding
could be obtained by decreasing pH of the solution [40]. The reason for this is that at low pH,
deprotonation of amide nitrogens, which is needed to establish Component 1 binding, becomes
unfavorable. The copper ion is thus coordinated by histidine residues instead. At intermediate
concentrations, the copper can coordinate to one or two histidines, two water molecules, and a
deprotonated backbone nitrogen.

Hybrid KS/FDOF calculations have been used [15] to map out these stages of copper binding. In
these calculations, the prion protein was represented by fragments of binding residues to which neutral
ends were applied. The fragments, the copper ion and the water molecules closest to the copper ion (6—
9 water molecules, depending on the type of binding) were treated by the full Kohn-Sham (KS) DFT.
The remainder of the simulation cell was filled with water molecules at liquid density. The water
molecules not included in the KS DFT are treated by the orbital-free DFT.

The low concentration binding mode was investigated first. For this type of copper attachment, the
experiments found that the copper ion is coordinated by multiple imidazole groups of histidine
residues. However, their exact number (three or four) could not be determined. Our calculations
consider both these possibilities. Since imidazoles have two nitrogen atoms capable of coordinating
metals, commonly denoted as N5 and N, attachments involving both these nitrogens were investigated
for each case. The results show that coordination of the copper ion by four histidine residues through
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N, atoms is the most favorable energetically. The binding is predominantly planar, with copper-
coordinating nitrogens arranged in a slightly distorted square, see Figure 3.

Figure 3. The structure of the low concentration copper binding site in
the octarepeat domain of PrP.

For moderate concentration of copper, experiments [22] indicate the involvement of two histidine
imidazoles, along in the equatorial and axial positions, although the presence of the axial histidine
could not be conclusively proven. Our calculations confirm the presence of axial histidine residues and
also show the involvement of two water molecules in the equatorial plane. The obtained binding
structure is shown in Figure 4.

4. PrP as a Copper Buffer

One of the most important open questions in PrP research is the normal function of PrP in healthy
tissues. After misfolding, it loses the ability to perform this function, which undoubtedly is an
important factor in the disease. In fact, several lines of research point to a neuroprotective role of PrP
in the brain. For example, comparison between normal and PrP knockout mice shows [41] that the
knockout mice have extensive oxidative damage not present in the normal one. Furthermore, neurons
containing PrP are more resistant to copper toxicity than cells lacking the protein [27,42,43]. At
present, the leading hypothesis for PrP's function in vivo is that it acts as a copper buffer [23], binding
uncomplexed extracellular Cu*" and protecting other proteins from its deleterious effects. Using
insights from these the copper binding calculations presented above, we now analyze the plausibility
of the copper buffer hypothesis.
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For each of the three binding modes, we calculate
the binding energies of Cu®* to PrP¢ relative to Cu®'
solvated in water. The low concentration, multiple-
histidine binding has the energy of 5.22 eV, which is
the largest. The medium concentration coordination of
copper is less strong, with a binding energy of 2.75 eV.
The high occupancy, high concentration binding is the
weakest, with an energy gain of 1.76 eV. These results
are consistent with recent experimental values for
PrP's copper affinity [44,45], where the same ordering
was found, with low concentration binding being in the
nanomolar range, while the high coordination
concentration reached micromoles.

For the buffering function of PrP, it is important to
consider the number of copper ions that can be
coordinated in each of the modes, in addition to the
strength of each individual mode. In the low
concentration mode, only one copper ion can be

Figure 4. The structure of the medium coordinated, since all four of the histidine residues in
the octarepeat domain participate in its binding. The
medium concentration binding mode requires two
histidine residues and thus two copper ions can be
bound. Finally, four copper ions can be bound to the
octarepeat region in the high concentration binding mode, which only requires one histidine residue
per each copper ion. The high number of copper ions that can be bound in the high concentration
mode means that it is the most energetically favorable overall, even though it is the weakest type of
attachment. The energy of 7.04 eV (4 x 1.76 eV) can be gained when four copper ions are bound in
this mode. Other binding modes provide smaller energy gains when fully occupied, see Table 1. Note
that the binding energy gain increases with copper concentration, confirming that the PrP can act as a
copper buffer, since it is energetically favorable to bind more copper ions when they are available in
the environment.

concentration copper binding mode in the
octarepeat domain of PrP.

Table 1. Energies of copper binding modes for octarepeat domain of PrP

Binding energy Number of  Total binding  Free energy change

Building mode (eV) bound ions energy (eV) at 300 K (eV)
High concentration 1.76 4 7.04 -2.21
Medium concentration 2.75 2 5.50 —0.44
Low concentration 5.22 1 5.22 0

These results hold true even when the free energies are calculated, because the entropy of the Cu-
containing PrP increases when the number of Cu ions bound to PrP increases. This is because the
attachment of a single Cu ion, while having the largest binding energy, imposes severe constraints on
the internal degrees of freedom of the PrP, bonding to four histidine residues in the octarepeat region.
In the intermediate binding mode, only two histidine residues are coordinated to each Cu ion, allowing
for increased thermal motion, while in the high concentration case each Cu ion binds to a single
residue, leaving the PrP even less constrained. This qualitative argument is confirmed by our classical
molecular dynamics simulations on full-length models for all three modes of Cu-bound PrP and
calculating entropies using Schlitter's method [46,47]. The results are listed in the last column of 1.
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5. Role of Copper in Prion Diseases

In addition to studying local binding geometry of the copper-PrP complex, we also investigate
structural properties of full-length copper-bound proteins. The structure of free PrP was also
investigated, so that the effect of copper can be determined. Molecular mechanics, as implemented in
NAMD [48] is used in this study, due to the large number of atoms required in the simulations. Since
the N-terminal domain of PrP® is unfolded and flexible, the structure of full-length PrP cannot be
revealed by current experiments. Even with the use of computer simulation, determining the structure
of the full-length PrP® is challenging, since no experimental data can be used to form an initial
structure. Furthermore, because the N-terminal domain is unfolded, even the equilibrium structure is
highly flexible, instead of being well defined as in the case of folded proteins. In addition, the
unfolded part of the PrP takes up significantly more space than a folded protein of the same size and
therefore requires a substantially larger simulation cell than a typical folded protein with the same
number of residues. To overcome these difficulties, a massively parallel, long-time simulation is used
to explore the structural properties of full-length PrP.

Snapshots of full-length free and copper bound PrP are shown in Figure 5. Note that the octarepeat
region (shown in blue in the Figure 5) has to undergo significant restructuring in order to
accommodate all of the binding modes. Such structural flexibility would not be possible for a fully
folded protein. Therefore, the flexible character of the N-terminal domain is important, since it allows
the PrP to perform its function.

Figure 5. Structures of full-length prion protein in various copper binding modes.
(a) Free PrP, (b) Low concentration mode, 1 copper ion attached, (c) medium
concentration mode, 2 copper ions attached, (d) high concentration mode, 4 copper
ions attached. The octarepeat domain is colored blue.
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Since the low concentration binding mode is likely the most physiologically relevant, due to its
copper affinity, which is similar to that of other copper-binding proteins [44,49,50], we investigate its
structural properties in further detail. A snapshot of its structure is shown in Figure 5b. The binding of
copper causes formation of three turns in the intermediate PrP segments connecting the binding
histidine residues. Outside of the copper binding domain, the flexible part of the protein behaves in a
fashion similar to the free PrP.

Importantly, the simulations also show stiffening of the flexible N-terminal domain upon binding
of the copper ion; the unstable structural features formed in the N-terminal domain of PrP persist on
average 17% longer in copper-bound PrP, compared to the free PrP. This implies a positive role of
copper in the initial stages of prion diseases, since copper-bound PrP is harder to misfold due to
stiffening of its structure.

Interestingly, protective effect of copper binding to PrP was also suggested in another
computational study performed by Cox et al. [S1], even though it considered binding at a different
binding site located at His96. This study found that backbone bending at that site is incompatible with
the proposed models of misfolded PrP [52,53], thus suggesting a protective role of copper attachment.

6. Summary and Conclusions

Thy hybrid KS/FDOF method provides an effective way for including explicit solvent in quantum
biosimulations at low computational cost. In this approach the biomolecule, or its fragment, and
solvent molecules in the first solvation shells are treated by full Kohn-Sham DFT, while the remaining
solvent molecules are expeditiously described using frozen-density, orbital-free DFT. This method
allows for efficient and accurate description of solvent effects and provides seamless integration
between regions treated by the KS and FDOF DFT methods.

A first application to multistage copper binding to PrP was also presented. We determined the
geometries and binding energies of the low, medium and high concentration modes. The results show
that as the number of available copper ions increases, the binding site(s) will spontaneously rearrange
to accommodate more copper ions with a net energy gain, despite the fact that the binding strength per
copper ion decreases with the number of ions per PrP. The strong affinity for Cu and the multiplicity
of concentration-dependent copper binding sites strongly supports the previously suggested copper
buffering role of the prion protein as storing excess Cu2+ and protecting other proteins from the
effects of uncomplexed copper.

The effect of copper binding on the conformation of the prion protein was also investigated through
very large scale molecular dynamics simulation. Our results show that copper binding alters the
structure of the unfolded N-terminal domain, creating flexible turns in the octarepeat region that
coordinates the copper ion. Furthermore, Cu binding increases the stability of the entire N-terminal
domain, increasing its resistance to misfolding. The last results suggest that copper binding in the low
concentration mode, which is the dominant one in vivo, delays the onset of prion diseases. The above
results demonstrate the usefulness and capabilities of the KS/FDOF approach as a tool for
investigating properties of solvated biomolecules and their reactions. This method should be
particularly useful for studies of transition metal interactions with solvated biomolecules and of
enzymatic reaction mechanisms, where an accurate quantum-mechanical description of fairly large
solvated systems is needed.
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Abstract. The Fermilab Tevatron has been, until 2010, the premier high-energy physics
collider in the world. The data collected over the last decade by high-energy physics
experiments running at the Tevatron have been analyzed to make important measurements in
fundamental areas such as B meson masses and flavor oscillation, searches for the Higgs
boson, and supersymmetry. Collecting these data at the limits of detectability has required the
Tevatron to operate reliably at high beam intensities to maximize the number of collisions to
analyze. This impressive achievement has been assisted by the use of HPC resources and
software provided through the SciDAC program. This paper describes the enhancements to the
BeamBeam3d code to realistically simulate the Tevatron, the validation of these simulations,
and the improvement in equipment reliability and personal safety achieved with the aid of
simulations.

1. Introduction

The task of asking and answering the most basic fundamental questions about the nature of time,
space, matter and energy falls to the sciences of particle physics and astrophysics. The particle
accelerator [1] is the main tool used by experimental particle physicists to create new forms of matter
which are studied to understand their interactions and relationship with other well-understood matter.
In pursuing new realms of interactions and new forms of matter, physicists use accelerators running at
the highest possible energies. Running the accelerator at larger energies allows the exploration of
previously unknown regimes through the production of more massive particles. Since the occurrence
of new physics processes is likely to be rare, the accelerator has to generate interactions at a high rate
so that sufficient numbers of new particles may be produced and identified. In accelerator physics, this
is referred to as running with high luminosity.

For the last decade until 2010, the Tevatron operating at the Fermi National Accelerator Laboratory
has been the highest energy accelerator in the world. The Fermilab Tevatron [2] is a collider
accelerator in which beams of protons and antiprotons circulate in opposite directions and collide at a
center-of-mass energy of 1.96 TeV.

Accelerators are large complicated devices. Throughout physical length of the Tevatron, (see
Figure 1) which exceeds six kilometers, thousands of magnets for steering and focusing charged
particles, radio-frequency cavities for acceleration and bunch shaping, along with the ancillary support
equipment including vacuum, cryogenic, power, cooling and diagnostic equipment are assembled and
work together in the delicate task of capturing and accelerating beams made of 72 bunches of over
10" mutually repelling charged particles, bringing them into collision while maintaining the beams
with minimal particle losses for hours at a time. Beams in accelerators are subject to dynamic physical
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Figure 1. View inside the Tevatron tunnel

processes which disrupt normal operations by causing instability and beam loss. The strength of these
disruptive effects increases within creasing beam intensity, which interferes with the goal of running
high luminosity beams for physics.

Each colliding beam consists of 36 bunches of particles shown schematically in Figure 2. The
proton and antiproton beams circulate in opposite directions around the ring moving in a common
vacuum pipe. For high-energy physics operations, the beams collide head-on at the BO and DO
interaction points (IPs) which are surrounded by particle detectors. In the intervening arcs the beams
are separated by means of electrostatic separators; long-range (also referred to as parasitic) collisions
occur at 136 other locations. Head-on and long-range interactions couple all of the bunches to each
other, allowing the possibility of the development of coherent modes of oscillation. The magnetic
optics of the horizontal and vertical planes of the Tevatron are strongly coupled, so perturbations in
one plane will appear in the other plane. The charged beams also interact electromagnetically with the
conducting walls of the vacuum chamber, introducing an impedance effect which distorts and perturbs
the bunches. The focusing strength of the magnetic elements in the beamline varies with particle
momentum, an effect called chromaticity, which can contribute to, or dampen, the development of
impedance driven instabilities [9]. The combination of impedance and beam-beam interactions could
also lead to the development of dipole or quadrupole mode instabilities [5].

The combination of all these effects imposes serious limitations on machine operations, hence
constant efforts are being exerted to better understand the beam dynamics. Due to the extreme
complexity of the problem, a numerical simulation appears to be one of the most reliable ways to
study performance of the system. A simulation that takes into account the number of bunches (72), the
number of macroparticles needed for a faithful rendering of bunch characteristics (>500000), and the
number of interaction regions (~100) can only be performed with high performance computing using
optimized algorithms for calculating collective electromagnetic effects amongst many charged
particles.

This paper presents a macroparticle simulation that includes the main features essential for
studying the coherent motion of bunches in a collider: a self-consistent 3D Poisson solver for
beam-beam force computation, multiple bunch tracking with the complete account of sequence and
location of long-range and head-on collision points, and a machine model including our measurement
based understanding of the coupled linear optics, chromaticity, and resistive wall impedance.
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Figure 2. Schematic of the position of proton and
antiproton bunches in the Tevatron with 36 proton
and 36 antiproton bunches. The diagram shows the
positions at a time when the lead bunch of the trains
are at the head-on collision location. Head-on
collisions occur at location B0 and DO.

We validate individual physical processes against measured data where possible, and analytic
calculations elsewhere. Finally, we present simulations of the effects of increasing beam intensity with
single and multiple bunches, and study the combined effect of long-range beam-beam interactions and
transverse impedance. The results of the simulations were successfully used in Tevatron operations to
support a change of chromaticity during the transition to collider mode optics leading to a factor of
two decrease in proton losses. This allowed the Tevatron to run with higher intensity while remaining
within radiation safety margins, improving reliability of collider operations and the physics discovery
potential of the machine.

2. BeamBeam3d code

The Poisson solver in the BeamBeam3d code is described in Ref. [6]. Two beams are simulated with
macroparticles generated with a random distribution in phase space. The accelerator ring is
conceptually divided into arcs with potential interaction points at the ends of the arcs. The optics of
each arc is modeled with a 6 x 6 linear map that transforms the phase space {X, X, V, Y, Z, J}
coordinates of each macroparticle from one end of the arc to the other. There is significant coupling
between the horizontal and vertical transverse coordinates in the Tevatron. For our Tevatron
simulations, the maps were calculated using coupled lattice functions [7] obtained by fitting a model
[8] of beam element configuration to beam position measurements. The longitudinal portion of the
map produces synchrotron motion among the longitudinal coordinates with the frequency of the
synchrotron tune. Chromaticity results in an additional momentum-dependent phase advance Jjlyy) =
MoCxy)Ap/p, where Cyy) is the normalized chromaticity for X (or y) and p, is the design phase advance
for the arc. This is a generalization of the definition of chromaticity to apply to an arc, and reduces to
the normalized chromaticity (Av/v)/(Ap/p) when the arc encompasses the whole ring. The additional

25



U.S. Department of Energy Scientific Discovery through Advanced Computing

SciDAC 2010

phase advance is applied to each particle in the decoupled coordinate basis so that symplecticity is
preserved.

The Tevatron includes electrostatic separators to generate a helical trajectory for the oppositely
charged beams. The mean beam offset at the IP is included in the Poisson field solver calculation.
Different particle bunches are individually tracked through the accelerator. They interact with each
other in the pattern and locations that they would have in the actual collider.

The impedance model applies a momentum kick to the particles generated by the dipole component
of resistive wall wakefields [9]. Each beam bunch is divided longitudinally into slices containing
approximately equal numbers of particles. As each bunch is transported through an arc, particles in
slice i receive a transverse kick from the resistive wall wake field induced by the dipole moment of the

particles in forward slice j:
Ap| 2 Jdwege Njro<7;> L
— = = (zis11)
P wh o By /i

The length of the arc is L, N; is the number of particles in slice j, Iy is the classical electromagnetic
radius of the beam particle €/4ne, mc’, z; is the longitudinal distance between the particle in slice i
that suffers the wakefield kick and slice j that induces the wake. T is the mean transverse position of

particles in slice j, b is the pipe radius, C is the speed of light, o is the conductivity of the beam pipe
and fy are Lorentz factors of the beam. Quantities with units are specified in the MKSA system.

3. Synchrabetatron Comparisons

We will assess the validity of the beam-beam calculation by comparing simulated synchrobetatron
mode tunes with a measurement [10] performed at the VEPP-2M 500MeV e'e collider. These modes
are an unambiguous marker of beam-beam interactions and provide a sensitive tool for evaluating
calculational models. These modes arise in a colliding beam accelerator where the longitudinal bunch
length and the transverse beta function are of comparable size. Particles at different z positions within
a bunch are coupled through the electromagnetic interaction with the opposing beam leading to the
development of coherent synchrobetatron modes. The tune shifts for different modes have a
characteristic evolution with beam-beam parameter & = Nro/4nye, in which N is the number of
particles, rg is the classical electromagnetic radius of the beam particle, and € is the unnormalized
one-sigma beam emittance.

There are two coherent transverse modes in the case of simple beam-beam collisions between equal
intensity beams without synchrotron motion: the ¢ mode where the two beams oscillate with the same
phase, and the © mode where the two beams oscillate with opposite phases [12]. Without synchrotron
motion, the 6 mode has the same tune as unperturbed betatron motion while the © mode frequency is
offset by K&, where the parameter K is approximately equal to, but greater than 1 and depends on the
transverse shape of the beams [11]. The presence of synchrotron motion introduces a more
complicated spectrum of modes which are denoted by nc and nm where n is the number of oscillation
fixed-points along the bunch length induced by coupling.

We simulated the VEPP-2M collider using Courant-Snyder uncoupled maps. The horizontal
emittance in the VEPP-2M beam is much larger than the vertical emittance. The bunch length (4 cm)
is comparable to ,B; = 6 cm so we expect to see synchrobetatron modes. In order to excite
synchrobetatron modes, we set an initial y offset of one beam sigma approximately matching the
experimental conditions.

Simulation runs with a range of beam intensities corresponding to beam-beam parameters of up to
0.015 were performed, in effect mimicking the experimental procedure described in Ref. [10]. For
each simulation run, mode peaks were extracted from the Fourier transform of the mean bunch vertical
position. The simulations were performed with 10° macroparticles per bunch. Doubling the number of
macroparticles did not change the location or appearance of any mode peaks. In Figure 3, we plot the
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Figure 3. The points show the tunes of experimentally observed synchrobetatron modes at
the VEPP-2M accelerator. The red diamonds show the tunes of simulated synchrobetatron
modes as a function of beam-beam parameter & The dashed lines show the evolution of
mode frequencies predicted by the matrix model as described in the text.

mode peaks from the BeamBeam3d simulation as a function of & as red diamonds overlaid on
experimental data from Ref. [10] and a phenomonelogical model using linearized coupled modes
referred to as the matrix model described in Refs. [13, 14]. As can be seen, there is good agreement
between the observation and simulation giving us confidence in the beam-beam calculation.

4, Impedance Tests

Wakefields or, equivalently, impedance in an accelerator with a conducting vacuum pipe gives rise to
well known instabilities. Our aim in this section is to demonstrate that the wakefield model in
BeamBeam3d quantitatively reproduced these theoretically and experimentally well understood
phenomena. Two instabilities considered are the strong and weak head-tail instability analyzed by
Chao [15, 9]. These instabilities arise in extended length bunches in the presence of wakefields,
synchrotron motion and betatron motion. The wakefield induced by the head of the bunch applies a
driving force to the tail of the bunch that couples longitudinal motion to transverse motion. The
coupling splits the beam oscillation frequency into upper and lower sidebands at frequencies vs + vs
and vs — vs. When he driving force is in-phase with the bunch’s normal oscillation, the beam
oscillations grow without damping.
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The condition for the strong head-tail instability is that the strength of the in-phase driving force
(determined by beam intensity) overcomes the stabilizing effect of synchrotron motion. For any
particular accelerator optical and geometric parameters, there is an intensity threshold above which the
beam becomes unstable. As the beam intensity is increased, the two sidebands move closer to each
other. At the point where they meet, the beam becomes unstable.

In Figure 4, we show the evolution of the two modes as a function of beam intensity. With the tune
and beam environment parameters of this simulation, Chao’s two particle model predicts instability
development at intensities of about 9 x 10'* particles, which is close to where the upper and lower
modes meet. The model is derived assuming just a leading and trailing particle, while the simulation is
done with the full particle distribution, altering the apparent strength of the wake function.

Figure 4. Evolution of the sideband mode
frequencies as a function of beam intensity showing
the two modes approaching a common frequency due
to impedance. The y scale is in units of the
synchrotron tune.

The interaction between impedance and chromaticity also causes a head-tail instability
characterized by a parameter called the head-tail phase x = 2nCv;2/C7), where 7 is the slip factor of

the machine and Z is roughly the bunch length. The head-tail phase gives the size of betatron phase
variation due to chromatic effects over the length of the bunch. Analysis by Chao [9] predicts a growth
rate of

1 NroWa

= e o
2w By

Gyvs @)
where N is the number of particles in the bunch, W, is the value of the wake function, £ and y are
Lorentz factors and vy is the betatron tune and y is the head-tail phase previously defined. Eqn. 2
predicts a growth rate that varies linearly with y when the growth rate is normalized by the first factor,
which includes all the beam intensity and geometric effects. The more detailed Vlasov analysis [16]
also predicts a universal dependence of normalized growth rate versus head-tail phase that begins
linearly with head-tail phase [16] and peaks around —1".

'The simulated machine is above transition (7 is positive.) The head-tail instability develops when chromaticity
is negative, thus the head-tail phase is negative.
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We simulated three different beam intensities with a range of chromaticites from —.001 to —0.5 to
get head-tail phases in the 0 to —1 range. We extracted the growth rate from a logarithmic graph of the
simulated beam size versus turn number and plot the normalized growth rate vs. head-tail phase in
Figure 5. The normalized curves are nearly identical and peak close to head-tail phase of unity. The
deviation from a universal curve is again due to differences between the idealized model and detailed
simulation.

We conclude that our simulation of resistive wall impedance is valid.

Figure 5. The normalized growth rate of dipole
motion in the simulated accelerator with impedance
and chromaticity as a function of head-tail phase y at
three beam intensities demonstrating their linear
relation-ship close to O and the near-universal
relationship for head-tail phase between —1 and 0.

5. Bunch-by-Bunch Emittance Growth at the Tevatron

Referring back to Figure 2, we see that there are three trains of twelve bunches for each species. A
train occupies approximately 81.5° separated by a gap of about 38.5°. The bunch train and gap are
replicated three times to fill the ring. Bunches collide head-on at the BO and DO interaction points but
under go long range (electromagnetic) beam-beam interactions at 136 other locations around the ring’
although any particular bunch only has long range interactions at 70 of these locations.

Running the simulation with all 136 long-range IPs turns out to be very slow so we only calculated
beam-beam forces at the two main IPs and the long-range IPs immediately upstream and downstream
of them. The transverse beta functions at the long-range collision locations are much larger than the
bunch length, so the beam-beam calculation at those locations can be performed using only the 2D
solver.

One interesting consequence of the fill pattern and the helical trajectory is that anyone of the
12 bunches in a train experiences collisions with the 36 bunches in the other beam at different
locations around the ring, and in different transverse positions. This results in a different tune and
emittance growth for each bunch of a train, but with the three-fold symmetry for the three trains. In the
simulation, emittance growth arises from the effects of impedance acting on bunches that have been

*With three-fold symmetry of bunch trains, train-on-train collisions occur at six locations around the ring. The
collision of two trains of 12 bunches each results in bunch-bunch collisions at 23 locations which, when
multiplied by six, results in 138 collision points. It is a straightforward computer exercise to enumerate these
locations. Two of these locations are distinguished as head-on while the remainder are parasitic. [17]
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perturbed by beam-beam forces. The phenomenon of bunch dependent emittance growth is observed
experimentally [17].

The beam-beam simulation with 36-on-36 bunches shows similar effects. We ran a simulation of
36 proton on 36 antiproton bunches for 50000 turns with the nominal helical orbit. The proton bunches
had 8.8 x 10'' particles (roughly four times the usual number to enhance the effect) and the proton
emittance was the typical 20mr mm mrad. The antiproton bunch intensity and emittance were both half
the corresponding proton bunch parameter. The initial emittance for each proton bunch was the same
so changes during the simulation reflect the beam-beam effect.

Curve (a) in Figure 6 shows the emittance for each of the 36 proton bunches in a 36-on-36
simulation after 50000 turns of simulation. The three-fold symmetry is evident. The end bunches of
the train (bunch 1, 13, 25) are clearly different from the interior bunches. For comparison, curve (c)
shows the measured emittance taken during accelerator operations. The observed bunch emittance
variation is similar to the simulation results. Another beam-beam simulation with the beam separation
at the closest head-on IP expanded 100 times its nominal value resulted in curve (b) of Figure 6
showing a much reduced bunch-to-bunch variation. We conclude that the beam-beam effect at the
long-range IPs is the origin of the bunch variation observed in the running machine and that our
simulation of the beam helix is correct.

Figure 6. The simulated and measured emittance of each Tevatron proton bunch after
running with 36 proton and 36 antiproton bunches. Curves (a) and (b) which show the
emittance after 50000 simulated turns are read with the left vertical axis. Curve (a) results
from a simulation with the nominal beam spacing at the long-range IPs. Curve (b) results
from a simulation with the hypothetical condition where the beam separation at the
long-range IPs is 100 times normal, suppressing the effect of those long-range IPs. Curve
(c) is the measured emittance of bunches after 15 minutes of a particular store (#5792) of
bunches in the Tevatron, and is read with the right vertical axis.
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6. Lower Chromaticity Threshold

During the Tevatron operation in 2009 the limit for increasing the initial luminosity was determined
by particle losses in the so-called squeeze phase [18]. At this stage the beams are separated in the main
interaction points (not colliding head-on), and the machine optics is gradually changed to decrease the
beta-function at these locations from 1.5 m to 0.28 m.

With proton bunch intensities currently approaching 3.2 x 10'" particles, the chromaticity of the
Tevatron has to be managed carefully to avoid the development of a head-tail instability. It was
determined experimentally that after the head-on collisions are initiated, the Landau damping
introduced by beam-beam interaction would be strong enough to maintain beam stability at
chromaticity of +2 units (in Tevatron operations, chromaticity is Av/(Ap/p).) At the earlier stages of
the collider cycle, when beam-beam effects are limited to long-range interactions the chromaticity was
kept as high as 15 units since the concern was that the Landau damping is insufficient to suppress the
instability. At the same time, high chromaticity causes particle losses which are often large enough to
quench the superconducting magnets hence it is desirable to keep chromaticity at a reasonable
minimum.

Table 1. Beam parameters for Tevatron simulation

Parameter value
beam energy 8980 GeV
p particles /bunch 3.0 % 1011
P particles /bunch 0.9 x 101t
p tune (v, vy) (20.585,20.587)
p (normalized) emittance 207 mmmrad
B tune (v, vy) (20.577,20.570)
P (normalized) emittance 67 mm mrad
gynchrotron tune vy 0.0007
glip factor 0.002483
bunch length (rms) 43 e¢m
dp/p momenturn gpread 12x 1074
effective pipe radius Jem

Table 2. The azimuthal location (s), beam offset (Dy, Dy), and beta function (B, 5y) of the
important long-range colligion locations simulated in the study of chromaticity reduction in the
Tevatron. During the setup for collisions, the beam separation is several bunch widths at the B0
and DO locations (see Fig. 2) where head-on collisions would oceur during collider operations.

s (m) Dy (pm) Dy (pm) Sy (m) G, (m)
-50.28 258 -661 16440 1646
0.00 BO -167 16 033 037
59.28 642 202 10.74 155.64
2035.12 263 721 18210 1565
2004.40 DO 4 171 029 035
2153.67 -639 222 19.32 147.45

Our multi-physics simulation was used to determine the safe lower limit for chromaticity. The
simulations were performed with starting beam parameters listed in Table 1. The major contributing
long-range collision regions are listed in Table 2. Note that the beam separation is several bunch
widths at the BO and DO region where collisions would occur during high-energy physics operations.
With chromaticity set to —2 units, and no beam-beam effect, the beams are clearly unstable as seen in
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Figure 7. With beams separated, turning on the beam-beam effect prevents rapid oscillation growth
during the simulation as shown in Figure 8. The bursts of increased amplitude is sometimes indicative
of the onset of instability, but it is not obvious within the limited duration of this run. The RMS size of
the beam also does not exhibit any obvious unstable tendencies as shown in Figure 9.

Figure 7. The x dipole moment in a simulation with
C = -2 and no beam-beam effect showing the
development of instability.

Figure 8. The x dipole moment of a representative
bunch in a 36-on-36 simulation with C = —2 with
beam-beam effects and beams separated showing no
obvious instability within the limits of the
simulation.
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Figure 9. The x RMS moment of a representative
bunch in a 36-on-36 simulation with C = —2 with
beam-beam effects and beams separated showing
no obvious instability within the limits of the
simulation.

Figure 10. Plot of the beam current (solid line read with
the left-hand scale) and radiation losses (dotted lines
read with the right-hand scale) vs. time during the
“squeeze” phase of setup for two values of chromaticity.
The red curves are the values when running at a
chromaticity C = 12 (the previously used high value)
while the blue curves are for C = 5, the reduced
chromaticity value. Lowering the chromaticity markedly
prevents the drop in beam intensity around t = 63 and
also lowers the radiation losses.

SciDAC 2010

Based on these findings the chromaticity in the squeeze was lowered by a factor of two, and
presently is kept at 89 units. This resulted in a 50% decrease in observed particle loss rates as shown

in Figure 10 [18].
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7. Summary

The key features of the simulation developed and improved under the SciDAC program include fully
three-dimensional strong-strong multi-bunch beam-beam interactions with multiple interaction points,
transverse resistive wall impedance, and chromaticity. The beam-beam interaction model has been
shown to reproduce the location and evolution of synchrobetatron modes characteristic of the 3D
strong-strong beam-beam interaction observed in experimental data from the VEPP-2M collider. The
impedance calculation with macroparticles excites both the strong and weak head-tail instabilities with
thresholds and growth rates that are consistent with expectations from a simple two-particle model and
Vlasov calculation. Simulation of the interplay between the helical beam-orbit, long range beam-beam
interactions and the collision pattern qualitatively matches observed patterns of emittance growth.

The new program is a valuable tool for evaluation of the interplay between the beam-beam effects
and transverse collective instabilities. Simulations have been successfully used to support the change
of chromaticity at the Tevatron, demonstrating that even the reduced beam-beam effect from
long-range collisions may provide enough Landau damping to prevent the development of head-tail
instability. These results were used in Tevatron operations to support a change of chromaticity during
the transition to collider mode optics, leading to a factor of two decrease in proton losses, and thus
improved reliability of collider operations.
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transverse-wave structures in gaseous detonations
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Abstract. Two-dimensional simulation results are presented that capture at great detail the
temporal evolution of Mach reflection triple point sub-structures intrinsic to gaseous detonation
waves. The observed patterns are classified by shock polar analysis for realistic, thermally
perfect but nonreactive gases. A diagram of the transition boundaries between possible Mach
reflection structures is constructed and found to be in good agreement with the computational
results.

1. Introduction

The propagation of detonation waves in gaseous media is characterized by the appearance of
transverse pressure waves propagating perpendicular to the detonation front. The hydrodynamic flow
pattern around the resulting triple points is a Mach reflection phenomenon under transient conditions.
Although the problem has received considerable attention (cf. [9]), no comprehensive theory is
available yet to accurately predict the detailed multi-dimensional flow behavior.

In the present paper, we use high-resolution numerical simulation to analyze the hydrodynamic
details of two-dimensional Chapman-Jouguet (CJ) detonations in low-pressure hydrogen-oxygen with
high argon dilution. In free space, the triple point movement in such mixtures is very regular leading
to a repetitive triple point trajectory pattern of regular “detonation cells” [8]. We study a series of
computations in which the regularly oscillating detonation propagates through a smooth pipe bend of
varying angle. It is found that nonreactive shock wave reflection theory [1], extended for thermally
perfect gas mixtures, is applicable to classify the observed transient triple point structures as
transitional and double Mach reflection patterns.

2. Computational Method
The used simulation code solves the Euler equations for multiple thermally perfect species with
chemically reactive source terms. All species are assumed to be thermally perfect gases with

temperature dependent enthalpy h; (T) = hY + [ TTO Cpi (0) do [6]. The chemical production rates are
modeled with a hydrogen-oxygen reaction mechanism of 34 elementary reactions that considers the
species H, O, OH, H,, O,, H,O, HO,, H,O, and Ar [10].

A time-operator splitting approach is adopted to decouple hydrodynamic transport and chemical
reaction numerically. A semi-implicit Rosenbrock-Wanner method is used to integrate the kinetics,
and a shock-capturing finite volume discretization is employed to achieve proper upwinding in all
characteristic fields. The finite volume scheme utilizes a quasi-one-dimensional approximate Riemann
solver of Roe-type and is extended to multiple space dimensions via the method of fractional steps.
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Special corrections are applied to avoid unphysical total densities and internal energies, to ensure
positive mass fractions, and to prevent the carbuncle phenomenon. The MUSCL-Hancock variable
extrapolation technique is adopted to construct a second-order method (see [5] for details).

Geometrically complex moving boundaries are incorporated into the originally Cartesian upwind
method by utilizing some of the finite volume cells as ghost cells to enforce immersed rigid wall
boundary conditions [5]. Slight approximation errors due to this approach are alleviated by dynamic
mesh adaptation.

Since the accurate numerical simulation of detonation waves mandates a particularly high temporal
and spatial resolution near the detonation front, we utilize the structured adaptive mesh refinement
(SAMR) algorithm after Berger and Colella [2]. We have implemented the SAMR algorithm in a
generic, dimension-independent object-oriented framework in C++ called AMROC. AMROC follows
a rigorous domain decomposition approach, suitable for MPI-based distributed memory
parallelization, and partitions the SAMR hierarchy from the root level on [3]. The software system has
been verified extensively for shock and detonation wave simulation [4]. The latest version exhibits
good parallel scalability on O(1000) cores.

3. Results

We study two-dimensional, self-sustained CJ detonations in a H, : O, : Ar mixture of molar ratios
2:1:7 at initial temperature 298K and pressure 10.0 kPa. The one-dimensional detonation theory
after Zel’dovich, von Neumann, and Déring (ZND) predicts a detonation velocity of 1638.5 m/s, a von
Neumann Pressure of ~270 kPa, and a reaction length of 0.878 mm for this mixture. All shown
computations use four additional levels of Cartesian mesh adaptation with refinement factors 2, 2, 2,
and 4 giving an effective resolution of 67.6 cells within the half reaction length, the distance between
shock and reaction zone according to ZND theory. Mesh adaptation is based on a physically motivated
combination of scaled gradients of total density and pressure and error estimation by Richardson
extrapolation of the mass fractions (cf. [5]).

3.1. Regular Cellular Detonation Structure

The results shown in Figure 1 use as computational domain a square channel of the physical
dimensions 1.0 m x 3.2 cm, in which four transverse pressure waves and thereby two perfectly regular
detonation cells occur. The base mesh has 2000 x 128 cells. The left graphic of Figure 1 displays triple
point trajectories in a part of the computational domain with the detonation front at two time steps
overlaid. The trajectories are visualized by tracking the maximum of the magnitude of the vorticity on
a uniform auxiliary grid with the mesh widths of the first refinement level. The right graphic of
Figure 1 shows the different level of adaptation, indicated by gray scales, for the first time step.

Figure 1. Left: oscillating detonation front on computed triple points tracks in a rectangular
channel. Right: schlieren plot of density on refinement levels.

Figure 2 zooms into the situation shortly before the collision of two triple points. The middle
enlargement shows clearly that the shock wave pattern around each triple point is of double Mach
reflection (DMR) (aka “strong”) type. As depicted in the right sketch, the essential flow features
around triple point T are: inflow (A), region B behind the Mach stem M, transverse wave region (C),
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p/pa | p/pa | TK] [ v[m/s] M

A 1.00 1.00 298 1775 | 5.078
B | 31.45 4.17 | 2248 447 | 0.477
C | 31.69 5.32 | 1775 965 | 1.153
D | 19.17 3.84 | 1487 1178 | 1.533
E [ 35.61 5.72 | 1856 901 | 1.053
F

40.61 6.09 | 1987 777 | 0.880

Figure 2. States of a DMR structure shortly before the next collision.

and region D downstream of the incident shock I. Regions B and C are separated by the slip line S, a
contact discontinuity. Regions C and D are separated by the reflected shock R. Characteristic for the
DMR pattern is a high supersonic velocity in region C that leads to the formation of a further shock R’
creating a secondary triple point T” on the transverse wave. The very weak slip line S’, emanating
from T’ between regions E and F, can hardly be inferred. Note that the reflected shock R is the
incident shock I’ for the secondary triple point T°.

3.2. Transformation into the Frame of Reference of a Triple Point

In order to analyze a Mach reflection pattern quantitatively, it is necessary to map the velocity field of
the simulation into a frame of reference attached to the triple point. However, the reliable estimation of
the triple point speed vy from a single computational time step is non-apparent. When evaluating vy we
take advantage of the fact that the triple point is formed at the tip, where the Mach stem intersects the
incident region, and that the oblique shock relations [1] between two points in regions A and B close
to the triple point must hold true. We require only the two relations

pavasin(¢g) = ppupsin(¢op —0g) , (1)

va + pavisin®(op) = pp+ ppvgsin’(ép —0p) . (2)
Inserting Eq. (1) into Eq. (2) allows the elimination of vg sin (¢ —6k), which yields

1 pB(PB — PA)
singp \| palps —pa)

v A=

As the gas is initially at rest, the triple point velocity is vy = —v, and ¢g, the angle of inflow, is given as
the angle between Mach stem front and the triple point trajectory, which can be measured from
visualizations such as the left one of Figure 1. The states close of the triple point of Figure 2 are given
in the table of Figure 2. Since the triple point is far ahead of the reaction region, changes in mixture
are neglected in evaluating the Mach number M in the triple point pattern. As it can be expected in a
DMR [1], Mc is clearly greater than 1.

A further important quantity for triple point structures is the strength S of the transverse wave [7]

that is defined as S : = pcp;;m. For the present computation, S is rather constant throughout one regular
detonation cell and varies around 0.65.

3.3. Detonation Structure in Smooth Pipe Bends

In order to study triple point structures under transient conditions, we simulate the propagation of the
regularly oscillating detonation through smooth pipe bends of varying angles. The computations are
initialized by reproducing a single detonation cell of the previous computation five times 13 cm before
the beginning of the curved section. For instance, for bend angle ¢ = 60°, with a base mesh of 1200 x
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992 cells, the adaptive computation uses approximately 7.1 M to 3.4 M cellson all and 4.8 Mto 1.8 M
cells on the highest level instead of ~1, 219 M in the uniform case. The calculations were run on 64
Intel Xeon 2.4GHz dual-processor nodes with Quadrics interconnect and required nevertheless
~70,000 h CPU each (~23 days wall time).

The diffraction and compression of the detonation wave at the bend leads to changes of the
transverse wave strength S. While the state C behind the reflected shock R remains initially
unchanged, the change in geometry alters the incident state D. Near the inner bend wall, the incident
pressure pp drops, leading to a considerable increase in S. The resulting triple point structure is of
strengthened DMR type with larger detonation cells (cf. Right graphic of Figure 3) and increased Mc.
In the compression region near the outer wall, however, pp increases drastically leading to a
considerable decrease of S. As a consequence, the flow in region C decelerates and the secondary
shock R’ between C and E is no longer necessary for a stable configuration. The triple point now
exhibits a transitional Mach reflection (TMR) or “weak” pattern. Characteristic for the TMR structure
is that the flow in region C is then just barely supersonic with respect to T [1]. TMR structures are also
found in the diffraction region when a sufficiently large angle ¢ causes partial detonation failure.

Figure 3. Left: cellular structure after the bend for ¢ = 15°. Right: triple point re-initiation with
change from TMR to DMR. The physical time steps 200 s, 210 s, and 220 s are shown.

The right graphic of Figure 3 depicts the interesting case of triple point re-initiation after the bend
for @ = 15°. The new triple point in the center of the graphic is formed as a weak structure (TMR) but
strengthens into a DMR after its first collision. Figure 4 visualizes the quenching of triple points at the
outer bend wall that occurs for all larger values of ¢. As can be inferred from the left graphic of
Figure 4, failing triple points with vanishing trajectories seem to exhibit a weak structure.

Figure 4. Left: cellular structure immediately after the bend for ¢ = 30°. Right: triple point
quenching and failure as SMR at 140 ws and 150 s simulated physical time.
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3.4. Transition Criteria of Mach Reflection Phenomena
The two dimensional oblique jump conditions [1] are satisfied across each discontinuity depicted in
the right sketch of Figure 2. We solve the resulting nonlinear system of equations numerically under
the assumption that the composition of the H, : O, : Ar mixture is invariant, but note that the
temperature dependency of the material properties is fully considered. It is well-known (cf. [1]) that
changes in Mach reflection type occur when the flow in certain regions of the triple point structure
becomes supersonic in the frame of reference of the triple point T or T~ Any Mach reflection requires
MY > 1; for MY < 1 a regular reflection (RR) occurs. A single Mach reflection (SMR) pattern
encompassing just the four states A to D is found for MY < 1; for ML > 1 a transitional or a double
Mach reflection pattern occurs. In a DMR, the flow in C is also supersonic in the frame of reference of
the secondary triple point T”(MZ "> 1), however, it is subsonic with M < 1, in a TMR. Consequently,
the secondary triple point T is not fully developed in a TMR and the discontinuities R”and S’ are
absent. For given inflow velocity v, the transition points Mg/c = 1 are unique and can be determined
rather easily by solving the corresponding set of oblique shock relations. The evaluation of the
TMR/DMR transition point MZ = 1 is more involved as knowledge of the velocity vector a of T’
relative to T is required. The oblique shock relations between C and D readily yield a, = 0, however,
the tangential velocity a; of T“along R is a free parameter that needs to be specmed separately

Figure 5 visualizes the transition boundaries 2
of the different shock wave reflection
phenomena evaluated numerically for varying
inflow Mach number. Since the estimation of
the exact minimally possible value of a; in a
DMR is a considerable problem in itself, the 2
TMR/DMR transition line is evaluated for the
fixed value a; = 100 m/s, which puts a
reasonable upper transition boundary on the
TMR region (dotted in Figure 5). Specially
geared to detonations, results are displayed for
the relative transverse wave strength S. We use
the simulation results from Sections 3.1 and 3.3
as a first verification for the found quantitative
transition boundaries. Throughout  an
unperturbed detonation cell only the DMR
structure occurs, which is confirmed by plotting
(with stars) beside the point at the end of a cell (cf. Figure 2) an additional one immediately after triple
point collision. The open circles mark the triple point re-initiation visualized in the right graphic of
Figure 3, and the transition boundaries clearly confirm the transition from TMR to DMR. The failing
triple point shown in the right graphic of Figure 4 is marked with closed triangles indicating that the
SMR pattern seems unstable for a detonation substructure and occurs only immediately before the
triple point disappears.

Figure 5. Transition boundaries of shock wave
reflection phenomena for the nonreactive H2 :
02 : Ar mixture.

4. Conclusions

We have presented simulation results for gaseous detonations in two space dimensions in realistic
geometry. The computations are fully resolved down to the scale of secondary triple points and can be
used with confidence to analyze the evolving shock wave reflection structures. A crucial enabler for
these simulations is the utilization of MPI-parallel dynamic structured adaptive mesh refinement
which reduces the finest mesh size for the pipe bend studies by at least a factor of 250 and up to 680.
Nonreactive but thermally perfect shock wave reflection theory is used successfully to predict the
transition boundaries between Mach reflection patterns depending on the inflow velocity. Exemplary
transient triple points structures from the simulations are compared with the theoretical results and
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good agreement in observed and predicted Mach reflection type is found. Future work will concentrate
on deriving a physical estimate for the smallest possible relative tangential velocity a; between primary
and secondary triple point in a double Mach reflection to complete the theoretical model.
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Abstract. We describe our progress in the development of a fourth-order, finite-volume
discretization of a nonlinear, full-f gyrokinetic Vlasov-Poisson system in mapped coordinates.
The approach treats the configuration and velocity components of phase space on an equal
footing, using a semi-discretization with limited centered fluxes combined with a fourth-order
Runge Kutta integration. The algorithm has been implemented in a new code named COGENT,
which is built on the Chombo Adaptive Mesh Refinement library being developed by the
SciDAC APDEC project. The algorithm and code have been tested on geodesic acoustic mode
problems in a standard equilibrium magnetic geometry by comparing damping rates and
frequencies with those predicted by theoretical dispersion analyses. Convergence tests are also
performed to verify the expected increase in accuracy as the phase space grid was refined.

1. Introduction
The ability to computationally model the behavior of the edge plasma in fusion reactors is a key
component in the development of a whole device predictive simulation capability.

Among the features that distinguish the edge from the core is the development of a region of steep
gradients in the density and temperature profiles called the pedestal, the height of which determines the
quality of plasma confinement, and hence fusion gain. A kinetic plasma model in needed in this region
(Figure 1), because the radial width of the pedestal observed in experiments is comparable to the radial
width of individual particle orbits (leading to large distortions of the local distribution functions from a
Maxwellian), while the mean free path can be comparable to the scale length for temperature variations
along the magnetic field (violating the assumptions underlying a collisional fluid model).

Because of the large number of independent variables in a fully kinetic model, as well as the fast time
scale represented by the ion gyrofrequency, gyrokinetic models (which average over fast gyro motion
about field lines) have been developed to facilitate numerical treatments. Continuum models consist of a
Boltzmann equation for evolving plasma species distribution functions in a particular coordinate system

" This work performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory
under Contract DE-AC52-07NA27344

T Research supported by the Office of Advanced Scientific Computing Research of the US Department of Energy under
contract number DE-AC02-05CH11231.
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Figure 1. DIII-D pedestal [13].

combined with some variant of Maxwell’s equations. Gyrokinetic codes such as GENE[9, 10],
GS2[6,11] and GYRO[1, 3, 2] have been successfully employed to model core plasmas for many years.
In addition to requiring simpler geometries, these codes exploit the fact that in the core,
distribution functions are typically small perturbations &f about a known Maxwellian distribution fo,
providing a simpler, and even sometimes linear, model. To model the edge plasma all the way to the
reactor walls, a method to solve nonlinear gyrokinetic models for the entire distribution function
(so-called full-f) in edge-relevant geometries is needed.

In this paper, we summarize our progress to date in the development and application of new
algorithmic methodologies in the solution of a nonlinear, full-f, gyrokinetic Vlasov-Poisson system.
Beginning with a conservative formulation, the system is treated as a nonlinear advection equation in a
4D (2 configuration space + 2 velocity space coordinates) or 5D (3 configuration space + 2 velocity
space coordinates) phase space. A semi-discretization is employed based on a recently developed
formalism [4] for the creation of arbitrarily high-order finite-volume spatial discretizations in mapped
coordinates. In the present context, mapped coordinates enable the use of a multiblock, locally
rectangular computational domain, one of whose coordinates is aligned with magnetic flux surfaces. The
use of a finite volume formulation naturally enables the discrete enforcement of conservation, whereas a
fourth-order discretization provides for more efficient gridding of phase space and reduced numerical
dissipation for long-time integration. We demonstrate the performance of the algorithms on the
simulation of geodesic acoustic modes, which are eigenmodes of the gyrokinetic Vlasov-Poisson
system.

2. The gyrokinetic Vlasov-Poisson system
We adopt the full f gyrokinetic model of [8]:

a(B”ZfO‘) » * . *

T + Vg - (RQB”afCE) -+ 8—?;” (UHOEBHafa) =0, (1
where

5 . Y T

R, = Ru.(R, oy, p1t) = —LB% + =22 b x G, 2)

: B, 7 ZaBy,
9, = 9 Ry, mt)=— =B - G, (3)
| I 1l mQB"Q

and
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B! = B:(R,9)=B+ 0 —21Vg xb, @)
B, = B (Ry)=b B, (%)

Go = Gu(R, 1) =Z,Vrd+LVgB. ©)

2

The unknown quantity f, = fo(R,, V||, I, ) is the distribution function of the o plasma species in
gyrocenter phase space coordinates (R, V|, 1), whose equations of motion are given by (2)-(6). To
simplify the exposition here, we have neglected the drift due to the equilibrium potential. We have also
assumed a particular normalization that nondimensionalizes all quantities. For example, the quantity p,
appearing in the last term of (2) denotes the ion Larmor radius of the normalizing reference species
relative to the chosen normalizing length scale.

Gyrocenter coordinates play a key role in gyrokinetic models in two important ways. First, they
reduce what would otherwise be a six-dimensional phase space to five dimensions: R, is the
three-dimensional configuration space coordinate, v||is the velocity space component along field lines,

and the magnetic moment U = m, v% /2B is related to the velocity vi perpendicular to field lines.

Through the use of asymptotic orderings, gyrocenter coordinates are specifically constructed so as to
make the distribution function f symmetric with respect to gyrophase. The latter component, which
would have been the third velocity component, can then be ignored. The magnetic moment W, an
adiabatic invariant, is assumed to be constant in the development of gyrokinetic theories, which is why
no evolution equation appears for it. The second benefit of gyrocenter coordinates is that the
gyrofrequency is eliminated, which would otherwise represent a fast time scale that would need to be
resolved. Because gyrocenter coordinates are developed as a Hamiltonian dynamical system, they
satisfy the area preserving property

i 8
Ve (BiiRa) + o (Big2ia) =0, )

where BHi is the Jacobian of the mapping between lab frame and gyrocenter coordinates. As noted in

[8], the gyrokinetic Vlasov equation can therefore be expressed in either convective or conservative
form. We choose the latter with the objective of achieving a correspondingly conservative numerical
discretization.

The potential ® in (6) is evaluated by solving some form of Maxwell’s equations. Here, we assume
an electrostatic model obtained by the addition of Poisson’s equation to the Vlasov system (1)-(6). The
potential then depends only upon the charge density of the distribution functions f,. A difficulty arises,
however, from the fact that the f, are only known in gyrocenter coordinates, whereas the Poisson
equation is posed in the lab frame. The velocity integral used to compute the ion charge density must
therefore be split into two pieces. In the long wavelength limit ko <« 1, where K is the magnetic field
wave number and p is the ion gyroradius, the gyrokinetic Poisson equation is

VX.{[ I+PLZZTE& IbbT)]V)((I)}nB ZZna, (8)

where Vyx denotes the gradient with respect to the normalized lab frame coordinate and Ap is the
normalized Debye length. The quantity

)
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is the ion gyrocenter density, which is the gyrophase independent part of the integration of the
gyrocenter distribution function f, over velocity. The second term in the left-hand side of (8) is the
polarization density, which is the gyrophase-dependent part of the velocity integration of f, . Since this
piece depends upon the potential, we must combine it with the usual Laplacian (the first term in (8)) in
the construction of the linear operator to be solved for ®@. Here, b denotes the unit vector in the direction
of the magnetic field, Z, is the charge state, m, is the mass and Q, is the gyrofrequency. We note that for
typical tokamak parameters, Ap < pi, and hence the polarization density term dominates. Because the
electron gyroradius is small, a similar splitting of the electron density is omitted.

The gyrokinetic Vlasov-Poisson system is posed in a domain defined by the tokamak magnetic
geometry, which is comprised of field lines lying on concentric flux surfaces. Since there are large
variations of plasma parameters along and across field lines, there is strong motivation to discretize in
coordinates where at least one of the coordinate directions is defined by the flux surfaces. As depicted in
Figure 2, a natural choice is a mapped multiblock coordinate system, where the blocks correspond to the
logically distinct core, scrapeoff layer and private flux regions. Within each block, a rectangular
coordinate system can be employed, which facilitates efficient and accurate discretizations and domain
decompositions over processors.

Figure 2. Single null geometry (left) and multi-block, locally rectangular computational domain (right).

We are therefore led to consider the discretization of the gyrokinetic Vlasov-Poisson system (1)-(6)
in a mapped coordinate system. Among our requirements is a conservative formulation, thereby
discretely expressing the phase space conservation law (1). A second requirement is high-order
accuracy, enabling a more efficient deployment of degrees of freedom in discretizing the
high-dimensional phase space. A high-order method is also important for reducing numerical
dissipation in long-time integrations. Additional requirements include enforcement of positivity for the
distribution functions f, and an efficient solver for the gyrokinetic Poisson equation.
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3. High-order, finite volume discr etization in mapped coor dinates
Next, we summarize a general approach for the systematic development of high-order finite volume
discretizations in mapped coordinates. More complete details are contained in [4].

Suppose that we have a smooth mapping X from the unit cube onto the spatial domain Q:

X = X(¢), X : [0,1]* = Q.

Given this mapping, the divergence of a vector field on Q can be written in terms of derivatives in
[0, 1], which will serve as our computational domain. That is,

1
Vo F =5V, (NTF), (10)
J =det(VeX) , N}, = det((VeX)(ple?), (11)
where A(p|v) denotes the matrix obtained by replacing the pth row of the matrix A by the vector v and €’
is the unit vector in the g-th direction. The relationship (10) is an easy consequence of the chain rule,
equality of mixed partials, and Cramer’s rule.

In a finite volume approach, Q is discretized as a union of control volumes. For Cartesian grid finite
volume methods, a control volume Vi takes the form

1 1
Vi= Kiguh,(ﬂgu)h} ,i€Z%  u=(1,1,1),

where h is the grid spacing. When using mapped coordinates, we define control volumes in Q as the
images X(V;) of the cubic control volumes V; c [0, 1]° . Then, by changing variables and applying the
divergence theorem, we obtain the flux divergence integral over a physical control volume X(V;) by

f Vmang;ng(NTF)d& Z Zif (NTF)adAs, (12)
Vi A7

X (Vi)

where the A% are upper and lower faces of cell V; in the d-th direction. As described in [4], the integrals

on the cell faces Ai can be approximated using the following formula for the average of a product in

terms of fourth-order accurate face averages of each factor:

h?
<fg>£+—éed - (f>t+1ed <g>t+ied T+ IQG(J)_L{ (<f>i+%ed) ’Géﬂd (<g>i+%ed) + O(h4)' (13)

+d . . o
Here, G_— is the second-order accurate central difference approx1mat10n to the component of the

gradient operator orthogonal to the d-th direction: G— ~ V& - e , and the operator <-> i + %ed

BEd
o1
<>i+ > Le@ denotes a fourth-order accurate average over the face centered at i + > ed:

@it = 33 [ €OdAe+ OB,

Ay
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Alternative expressions to (13) are obtained by replacing the averages < [ > i+ %ed and/or
<g>i+ %ed used in the transverse gradients Gl—(';i by the corresponding face-centered point-wise
values < [ > i+ %ed and/or g i + %ed, respectively.

We therefore have

(14)

where

3

= 3 Ny (Pt o 5 (G (04 10) (GE4(F 30)) 019

s=1 =1

w\»—-

F°is the s-th component of F and N% is the (s, d)-th element of the matrix N. In [4], it is demonstrated

that the computation of the face averages (N 2) i+ %ed can be reduced to integrals over cell edges.

Moreover, assuming that the edge integrals are performed with the same quadratures wherever they
appear,
3

SN i/NdeAg—O, (16)
A:{:

d=1 +=+,—

which guarantees the freestream property that the divergence ot a constant vector field computed by (12)
is identically zero.

4. Newton-Krylov solution of the gyrokinetic poisson equation with adiabatic electrons

Although the model (1)-(6) can describe the evolution of electrons just as well as ions, it is often of
interest to use a simpler electron model. This is especially the case when performing an explicit time
integration, whose time step size would otherwise suffer from the stability restriction resulting from the
small electron mass. One such model is the Boltzmann relation

(22; Ziis)
Tte = WQXP(Q/T) (17)

where <u> = Y wj ,u 75,0)) denotes the average of u over the j-th flux surface. Boltzmann relations
such as (17) are obtained by integrating the component of the momentum equation in the magnetic field
direction of a fluid model neglecting inertial terms; the resulting constant of integration appears as a
prefactor that can be chosen to impose an addition constraint. In (17), the prefactor is chosen to maintain
charge neutrality on (closed) flux surfaces, which is justified by the fast motion of electrons along field
lines.

Because the use of (17) in (8) results in a nonlinear equation, we use a Newton iteration to solve for
®. In each Newton iteration, a linear solve is performed whose coefficient matrix is the Jacobian J= J; +
Jo, where J; is the gyrokinetic Poisson operator and the contribution resulting from (17) is

(22 Zitii)

Jo = diagj T 3Dj(q))(1 - GT’LUij(QD)) ’ (18)
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diagy,(exp(®;1)T)
D;(®) = d y (19)
) = exn(®/TL)),
S e —— (20)
w= (wj,lawj,%---awj,N)- (2])

For domains whose radial width spans many gyroradii, the Jacobian term J, dominates J,. However, J; is
singular, with a null space comprised of vectors corresponding to functions that are constant on flux
surfaces. This implies that the use of a Krylov method to solve the Jacobian system must be modified to
avoid the near null space. In the implementation described in the next section, we employ a
Bi-Conjugate Gradient Stabilized (BiCGStab) iteration with a two-step preconditioner. The first step
projects the current residual onto flux surface averages and applies a tridiagonal solve to obtain a
correction that is a function of radius only. The second step of the preconditioner handles the
complementary piece of the residual, using a few iterations of a multigrid preconditioned conjugate
gradient iteration.

5. Implementation

The algorithms summarized above provide the foundation of a new code named COGENT (COntinuum
Gyrokinetic Edge New Technology) for solving the gyrokinetic Vlasov-Poisson system (1)-(6) and (8).
The fourth-order, finite-volume, mapped-grid spatial discretization described in Section 3 is combined
with a fourth-order Runge Kutta (RK4) time integration. In each function evaluation, the gyrokinetic
Poisson equation is solved using the RK4-predicted distribution functions, yielding the electric field
needed to compute the phase space velocities (2)-(6).

COGENT is built upon the Chombo library [5] under development by the SciDAC APDEC project
to facilitate the creation of structured adaptive mesh refinement (AMR) applications. Although
COGENT does not currently utilize Chombo’s AMR capabilities, a future development path is
nevertheless provided. Chombo provides support for the mapped grid formalism described in Section 3.
This includes the construction of discrete metric factors from a user-specified mapping and the
computation of fourth-order face-averaged fluxes via (15). COGENT also utilizes Chombo’s data
containers for mesh-dependent quantities distributed over processors. Such quantities are functions of
configuration space (e.g., potential) or phase space (e.g. distribution functions), each of which can be
domain decomposed independently. This implies the need for injection and projection operators
between configuration/velocity and phase space, which have also been developed in COGENT.

6. Numerical example: Geodesic acoustic modes

As atest of the accuracy of our discretization and code, we consider the calculation of geodesic acoustic
modes (GAMs), which are eigenmodes of the gyrokinetic Vlasov-Poisson system [15]. More
specifically, a GAM is an ion acoustic wave driven by components of the E x B force related to the
geodesic curvature of field lines on flux surfaces. The radial component of E induces a perpendicular
flow which, to maintain continuity, results in a density perturbation. The density perturbation generates
a current that in turn transports charge across the flux surfaces acting to reverse E. The interaction of
these processes results in a damped wave. Figure 3 contains plots of ion density (top row) and potential
(bottom row) computed by COGENT in the vicinity of an equilibrium flux surface [12] for a sample
GAM problem. The times shown are before (left), during (middle) and after (right) one of the direction
reversals of the primarily radial electric field. Figure 4 shows the damped oscillation of the potential at a
probe located at the point indicated by the “X” in the bottom right panel of Figure 3.
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Figure 3. Ion density (top row) and potential (bottom row) in the vicinity of an equilibrium flux surface.
The columns correspond to times prior to, during and after a reversal of the electric field.
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Figure 4. Potential at probe.

49



U.S. Department of Energy Scientific Discovery through Advanced Computing

SciDAC 2010

In the case of a circular geometry, the GAM frequency and damping rate can be predicted by a
dispersion analysis of a linear gyrokinetic equation. In [7], frequencies and damping rates are obtained
as functions of the ion thermal velocity Vg, major radius R, ratio of electron to ion temperature 7 = TJ/T,
and field line safety factor g. The safety factor q is the number of times a field line winds around the
toroidal direction of the torus for each time it winds around the poloidal direction. It thus defines the
pitch of a field line, which is related to its geodesic curvature. For large g, the frequency @ and damping
rate y are obtained asymptotically as [7]

7 v 46 + 327 + 872
B t1
A= () R ) @

Y2 v (Rw/v)® & gRw\ >
D o Vs : (23)

T R (A
For small g, frequencies and damping rates cannot be expressed in such an analytic form and must
instead be obtained by solving for the roots of a nonlinear system of equations. The system includes the
resonant responses corresponding to an arbitrary number of toroidal modes.

In Figure 5, the damping rates and frequencies predicted by COGENT are plotted against curves
obtained from evaluation of the dispersion model of [7] as reported in

[16] for T = 0. It is not possible to set the electron temperature to zero in COGENT, so a small value
yielding 7 = 0.1 is used instead. The theory result includes harmonic resonances through tenth order.
Figure 5 also shows the computed rates and frequencies for 7 = 1 compared with a curve obtained by
evaluating the model of [7]. The latter includes resonances through third order, which is sufficient to
converge the result for the range of g values shown.

To investigate the accuracy of the GAM results, we performed a convergence study using a sequence
of refined grids and Richardson extrapolation. Beginning with an 8 x 32 x 32 x 8(r x 6 x vj; X ) grid,
we generated 3 more grids by refining all phase space dimensions by a factor of two. We then integrated
the GK Vlasov-Poisson system to a fixed time on each grid and computed the differences dy = ||ny —
Nn-1]|, where Ny is the ion density on the N" refinement level, 1 <N <4, and the norm is the L1, L2 or
Max norm. The convergence rates and errors for N= 3 and 4 are then estimated by py = log(dy /dn-1) and
en = log(dy)/(1 + 2™), respectively. The results are shown in Table 1, where the fourth-order
convergence of the error is observed.

In Figure 6, the differences ey = ||ny — Ny|| are plotted for 1 < N < 3, approximating the error in the
solutions on the first three refined grids by assuming that the solution on the fourth refined grid is exact. The
black curve (only whose slope and not vertical position is relevant) indicates fourth-order convergence.

exp

7. Summary

A gyrokinetic code for the predictive simulation the plasma edge of a fusion reactor involves multiple
components, including the accurate and efficient advection of full distribution functions in 4D and 5D
phase space. We have described here our progress in the development and implementation of a
particular discretization of a nonlinear, full-/ gyrokinetic Vlasov-Poisson system in mapped
coordinates. The approach treats the configuration and velocity components of phase space on an equal
footing, using a fourth-order, finite-volume, mapped grid spatial discretization combined with a
fourth-order Runge Kutta time integration. The algorithm has been implemented in a new code named
COGENT, which is built on the Chombo Adaptive Mesh Refinement library being developed by the
SciDAC APDEC project. In COGENT, the phase space, configuration space and velocity space grids
may be decomposed independently, allowing degrees of freedom to be deployed most efficiently. The
algorithm and code have been tested on geodesic acoustic mode problems in a standard equilibrium
magnetic geometry by comparing damping rates and frequencies with those predicted by theoretical
dispersion analyses. Convergence tests were also performed to verify the expected increase in accuracy
as the phase space grid was refined.
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Table 1. Estimated convergence rates and extrapolated errors for a sequence of refined grids

Grid refinement

Grid (r x 6 x v x u)

Estimated density

Richardson extrapolated

level N eITor conv. rate py density error ey
1 8x32x32x8
16 x 64 x 64 x 16

3 32 x 128 x 128 x 32 3.8 (L1) 337 x 107 (L1)
3.8 (L2) 6.03 x 1077 (L2)
4.1 (Max) 1.95 x 10" (Max)

4 64 x 256 x 256 x 64 42 (L1) 1.40 x 10 ¥ (L1)
4.1 (L2) 2.95x 107 (L2)
3.6 (Max) 1.69 x 10~ (Max)

Figure 6. Error as a function of refinement level, assuming the solution on the finest grid is exact. The
black curve indicates a fourth-order convergence rate.
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Abstract. We describe the mathematical representations, data structure and the implementation
of the numerical calculus of functions in the software environment multiresolution analysis
environment for scientific simulations, MADNESS. In MADNESS, each smooth function is
represented using an adaptive pseudo-spectral expansion using the multiwavelet basis to a
arbitrary but finite precision. This is an extension of the capabilities of most of the existing net,
mesh and spectral based methods where the discretization is based on a single adaptive mesh, or
expansions.

1. Introduction

One of the appealing features of the MADNESS computational environment which enhances its
usability is the high level composition which permits codes to be expressed similiar to the mathematical
equations describing the physics. In order to make this possible, an adaptive representation of functions
using multiresolution analysis for numerical calculus is developed to preserve the accuracy of the
computation. In this paper, we focus on the computer science and implementation aspects of
MADNESS. In particular, the numerical calculus for permitting arithmetic of functions using multiple
resolutions is described as well as its parallel implementations to achieve user defined, arbitrary but
finite, precision. We work with smooth functions and assume that they can be represented and sampled
in an interval in the multiwavelet basis. Previously, the approximation of discontinuous functions was
described [4].

MADNESS is designed to address the following programming and computational issues:

o raising the level of composition of scientific applications, making it faster and easier to both
construct robust and correct algorithms and calculate solutions to existing and new problems,

e computing using functions and operators instead of just numbers, vectors and matrices,
providing fast and accurate solutions to a variety of differential and integral equations in one to
six dimensions (perhaps higher), and

o facilitating the use of massively parallel computational resources by a wider audience.

Using MADNESS, a code is written in terms of functions and operators, using the C++ language and
for this reason, it can be thought of as a basis-free method. There are underlying representations and
approximations using bases and grids that adapt and refine automatically to satisfy the user requested
precision. However, the user does not have to think about either the adaptivity or refinement until
efficiency or memory become an issue.
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The numerical operations can be regarded as a finite precision symbolic calculus used to express the
equations. For example, the code corresponding to

1 dy
| 3G +Veowean

in three dimensions is just

real function 3d dpsidx=Dx(psi);
double result = 0.5 * inner(dpsidx, dpsidx) + inner(V(x), psi*psi);

where psi is a 3-D function, Dx(psi) computes the derivative of psi in the x-direction, and the method
inner computes the L, inner product (£ )=/ f(x)g(x)dx.

Within MADNESS both differential operators and integral operators can be applied to functions.
Important and common convolution operators with physically relevant free space Green functions (e.g.,
Coulomb, bound-state Helmholtz, free-particle quantum propagator) are built in. The details of their
implementation will be described elsewhere. Finally, MADNESS excels at obtaining high-accuracy
solutions, computing efficiently in many dimensions, and using massively parallel computers. However,
MADNESS is not appropriate for every application. In particular, if you have complicated boundary
conditions or geometries, highly oscillatory functions, or only need low precision, then other tools might
be more useful.

In the following, we describe approximation of functions using multiwavelets and explain the data
structure and parallel computing approach which enable its usability. In Section 2, we review
multiwavelets. In Section 3, we describe the approximation of functions and the computation of some
elementary composition of functions in MADNESS. In Section 4, parallel implementation and
programming issues are outlined.

2. Multiwavelets

We describe our algorithms in one dimension. Most of the description carries over to many dimensions
via tensor products and by rescaling the domain. We note that in higher dimensions it is advantageous to
use the non-standard representations [3] to decouple interactions between scales. We use wavelet and
multiwavelet interchangeably when it is convenient and clear.

We adapt the notation of [1,2] and review some results. Fix a positive integer k and the unit interval.
Let ¢;(x) = Vv2i + 1P;(2x — 1) denote i-th scaling function, which is the i-th Legendre polynomial
P;(x) shifted to (0,1) and normalized. For k = 0, ¢y(x) is just the Haar scaling function. This set of
functions span the space of “scaling functions” V.

Define functions ¢(x) = 2™2¢p;(2"x — 1), where n=0,1,... and [=0,...,2" — 1, the
dyadical scaled and translated of the scaling functions. These functions are orthonormal on
[27"1,27™(l + 1)] and vanish elsewhere. Denote the span of these functions by V,¥.

The scaling functions were constructed with the following properties:

Ly([0,1]) = Limy_ o,V

Given an initial level 0, V¥ c V¥ c VkF...
Invariant under translation

If f €V, then f(2x) € V41

For a given scale n, [ ¢fj(x) ¢, (x)dx = 6;;6,,".

'The §; ; is the Kronecker delta function.
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Figure 1. MADNESS has be used to compute
electronic structure of molecules and nuclear structures
of elements. The logarithm of the absolute value of the
real part of the quasi-particle wavefunctions for nuclear
density functional theory simulations [6].

The multiwavelet space Wk, is defined to be the orthogonal complement of V¥ in VX, ;. In Alpert’s
thesis, there are two choices for the orthonormal multiwavelets, ¥, (x) in W{; vanishing moments or
regularity. We primarily use the multiwavelets with vanishing moments, i.e., [ ¥ j (x)x'dx = 0, for
i,j=0,...,k — 1. In particular, if a function has a Taylor expansion up to order k — 1, then the
wavelet coefficients up to order k — 1 are zero. The space W,¥ is spanned by 2™k functions obtained
from (%), ..., k-1 (x) by dilation and translation, ¥Jj(x) = Zn/zl,l)j(an -1).

A key property is that Alpert’s multiwavelets generate a form of multiresolution analysis [5] and are
orthogonal. Let L,([0,1]) represent the space of L,-integrable functions on the unit interval with the
L, metric, < f,g >= f01 fgdx.

Without loss of generality, we drop the k notation, unless necessary. Since V, € V/;, the basis
functions for level 0 can be expressed in terms of the basis of V;. Thus there exists constants

h{;, hij, g%, gi; such that
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k-1
i00) =VZ ) (h;(23) + hlyp; (2 — 1),
=0

and
k—1

PiC) =V2 ) (gb;(2x) + gy (2x — 1)),
=0

The key property of multiresolution analysis (MRA) is the separation of the behavior of functions
and operators at different length scales. Central to this concept is the telescoping series which exactly
represents the basis at a finest scale n in terms of basis from level 0 with successive corrections at
successively finer scales,

‘Zn = VO + (Vl - V0)+ +(VTL - Vn—l)-

If the function is sufficiently smooth and regular in some region to be represented at the desired
precision at some level, then the differences at finer scales will be negligibly small.

Each definition of multiwavelet basis and the scaling function for each level n gives a dyadic
subdivision of the unit interval which is naturally represented as a dyadic tree.

[
bl |

Figure 2. The multiresolution representation of a
function using multiwavelets is naturally represented
in a tree structure. A 3-D function is shown which
corresponds to an octree (Octree picture is from
WhiteTimberwolf’s contribution at Wikipedia).

3. Numerical Calculusin MADNESS
In order to perform function calculus in a user friendly fashion, arithmetic operations of functions and
functions of functions must also be defined and computed both efficiently and in a fast manner in the
multiwavelet representation without resorting to multiple transformations and costly quadratures for
resampling. The orthonormality property of the multiwavelet basis make these computations fast and
efficient.

We describe the computation of a few of these representations below.

3.1. Approximation of Smooth Functions

Let f € L,([0,1]) be a smooth function. Its projection, f €V, can be written as f(x)=
2r1 f;& sjid%(x). The coefficients sj; are computed as sj; = f22n1(1+1) f()d}(x)dx. The
function expanded in the multiwavelet basis is given as
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k-1 k-1 n-1 2M-1

FE) =) shdi@+ ) > > AR,

j=0 /=0 m=0 1=0

-
Il
~

-m
with the multiwavelet coefficients computed as ﬁ‘ = fzz_ml(lﬂ) f (x)l,b}? (x)dx. Since the basis are
piecewise polynomial an adaptive Gauss-Legendre quadrature is used.
We use the term “compression” to mean multiwavelet compression, analogous to wavelet
compression of an image. In many examples an image or a signal (denoted by f) can be written as
f =u+ v where u is a structured component and v is a noisy component. The structure part u can

often be represented using very few coefficients (in a compressed form).

Figure 3. A two-dimensional slice of the three-dimensional
adaptive refinement of cubes shows where significant scaling
and multiwavelet coefficients are required for the
representation of the singular potential corresponding to the
nuclei of the Hydrogen molecule.

3.2. Truncation Criteria
Discarding small differences coefficients in the multiwavelet expansion while maintaining precision is
crucial to speed and sparsity, and drives the adaptive refinement. Recall that for smooth functions the
level of the multiwavelet expansion depends on the user given error criteria and is dependent,
dyadically, on the averaged value of the basis functions and dies off with respect to level of adaptive
refinement and the box sizes.

Different truncation criteria are used in MADNESS in the multiwavelet representation. Let d}t
denote the tensor of coefficients djj for level n, leaf node [. The norm ||d]*||, denotes the norm
(VTP of df:

Mode O: The difference coefficients of the leaf nodes are neglected according to

Z dj2 < e
i

This truncation is appropriate for most calculations where the functions have deep levels of refinements
(such as those near singularities, steep gradients or discontinuities).

Mode 1: Mode 1 is appropriate when an accurate representation of both the function and its
derivative is required. Difference coefficients of leaf nodes are neglected according to

[|d}]] < min(1,c*2™™)¢

where c is a constant depending on the simulation domain size before rescaling to the unit interval.
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Mode 2: Mode 2 is appropriate only for smooth functions with nearly uniform level of refinement for
the entire domain. The multiwavelet difference coefficients are neglected according to

|ld]']] < 27"4/%e

where d is the dimension of the approximation. In this mode, the error between the representation
between the levels n — 1 and n is within €, ||[f" — 71|, < e.

3.3. Adaptive Refinement

After projection has been performed at boxes number 2! and 2[ + 1 at level n, the scaling function
coefficients may be tranformed or filtered to produce multiwavelet coefficients at box [ at level n — 1.
If the desired truncation is not satisfied, the process is repeated at the child boxes 41,41 + 1,41l + 2,41 +
3 atlevel n + 1. Otherwise, the computed coefficients are inserted at level n.

3.4. Evaluation

Once a function has been represented at level n with the desired approximation. The function can be
evaluated at different points by recurring down the dyadic tree to find the appropriate box which
contains the point, evaluating the basis functions and summing over its products with the coefficients.

3.5. Products

We briefly describe the procedure for multiplication of multiwavelet functions represented in an interval
[2]. Consider two functions f and g approximated in the multiwavelet basis, each represented on the
interval by k-term interpolating scaling polynomial expansions. The interpolating scaling functions
d(x) constructed from the Legendre interpolating polynomial at the quadrature points is related to the
scaling functions ¢(x) by

k-1
100 = W) ) bi)dix)
i=0

where xg,...Xx;_q denote the roots of the Legendre polynomail P, (2x — 1) and its associated
quadrature weights wy,...wy_;. There is a fast transform to and from the multiwavelet scaling
functions and the interpolating scaling functions.

Figure 4. The adaptive structure of two functions f(x) =1 +e(-x+50° 4ng gx)=1+
e(*=50% and their product h = fg is shown. The vertical axis indicates the level n of the

multiwavelet expansion that is used in the adaptive discontinuous expansion.
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We obtain the product f-g as follows. Let f(x)= j?=(} 12:5 1 aﬂd)?l (x) and g(x) =
;‘;& 212:5 1 bﬂq)}’l (x), with possibly two different n. Then:
e Refine the functions f and g so that the representations of the two functions are at the same
level.
e Now refine the representation of f and g by dividing the subinterval on the finest level into two,
to allow sufficient resolution to represent the product.
e The coefficients of the product of representations h(x) = f(x)g(x) = ?;& cﬂd)}ll(x) on a

ajbj

subinterval at level n is ¢; = (2™/2) where w; are the Gaussian quadrature weights.

N7

e The threshholding is applied. The coefficients for the two finest levels n and n+ 1 are
compared. If the coefficiencts at level n+ 1 are below the truncation threshold, those
coefficients are deleted.

The case of squaring a function is special and can be performed faster since it is an in-place
operation. In some scenarios, it can be used to multiply two functions. This follows from Beylkin’s

observation that f - g = %((f + 9= (f— 9.

In MADNESS, a slight different approach is used. Let us describe the point-wise multiplication since
this is fundamental. The products of two functions is performed in the scaling function basis. Intuitively,
each function is transformed to values at the quadrature points, multiply the values and then transformed
back. In practice and in robust implementation there are three complicating issues.

First, the product cannot be exactly represented in the polynomial basis. The product of two
polynomials of order k — 1 produces a polynomial of order 2k — 2. Beylkin makes a nice analogy to
the product of two functions sampled on a grid — the product can be exactly formed on a grid with double
the resolution. This is not exact for polynomails but the expected error is reduced by a factor 27% where
k is the number of multiwavelets.

In MADNESS, an option to automatically refine and form the product at a lower level is given. This
is performed by estimating the norm of each of the leaf boxes which is a products of the Frobenius norm
of the two functions.

Second, the functions may have different levels of adaptive refinement. The two options are to
compute the function with coefficients at a coarser-scale directly on the grid required for the finer-scale
function, or to refine the function down to same level, which is what we previously choose to do.
However, this leaves the tree with scaling function coefficients at multiple levels that must be cleaned up
after the operation. Since it essential (for efficient parallel computation) to perform multiple operations
at a time on a function, having it in an inconsistent state makes things complicated. If all we wanted to do
were perform other multiplication operations, there would be no problem; however this seems to be an
unnecessary restriction on the user. It is also faster to perform the direct evaluation and this is what has
been implemented.

Third, the above does not use sparsity or smoothness in the functions and does not compute the result
to a finite precision. For instance, if two functions do not overlap their product is zero but the above
algorithm will compute at the finest level of the two functions doing a lot of work to evaluate small
numbers that will be discarded upon truncation. Eliminating this overhead is crucial for reduced scaling
in electronic structure calculations. At some scale we can write each function in the domain in terms of
its usual scaling function approximation at that level s and the correction/differences d from all finer
scales. The error in the product of two such functions is then the sum of the products of the
approximation of the scaling function coefficients and multiwavelet difference coefficients for f and g.

Note again that while the scaling function coefficients are as used everywhere else in this document,
the difference multiwavelet part of the expansion is the sum of corrections at all finer scales. Thus, by
computing the scaling function coefficients at all levels of the tree and summing the norm of the
differences up the tree we can compute with controlled precision at coarser levels of the tree. The sum of
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the norm of differences can also be computed by summing the norm of the scaling function coefficients
from the finest level and subtracting the local value.

3.6. Quotients and Rational Functions
Similiar to products we describe the procedure for representating rational functions f(x)/g(x). In this
case we have to find the coefficients of h(x) such that f(x) = h(x)g(x). From the procedures for

products, at level n, a; = (2"/2)\7%. Thus, ¢; = 27"/2 [w;a;/b; with b; # 0.
J

3.7. Square Root
The square root of a function can also be described. Using the products of two functions we have the

coefficients for h(x) = f2(x) being represented on level n as ¢ = 2™/ 2)%. The coefficients of
]

the function f(x) = ./h(x) can be represented as /2_"/ 2¢; [w;.

Computation of cubic and higher roots of functions can be performed in an analogous way.

4. Data Structure and Computational M ethodologies

Multiwavelet representations are best understood in terms of 2%-tree for d dimensions correspond to
the dyadic scaling of the basis functions in the tensor product representation. Each level of the tree
corresponds to a level of the refinement using the 2-scale relation in each dimension. The difficulties of
the tree architecture is the serial manner in which efficient tree traversal algorithms are implemented, as
the order of summation that must be performed must vary to minimize round-off or numerical
summation errors. In MADNESS, the tree is mapped to a hash table. In this section we assume the reader
has some knowledge of C++ data structure and templates as well as parallel computing.

A d-dimension function is represented as a 2%-tree. Nodes in the tree are labeled by a tuple key
(n,I) where n is the level and [ is a d-vector representing the translation. Nodes are represented by
instances of FunctionNode<T,d>, where T is a templated data type, that presently contains the
coefficients and an indicator if this node has children. Nodes, indexed by keys, are stored in a distributed
hash table that is an instance of a MADNESS container class. This container uses a two-level hash to
first map a key to the processes (referred to as the owner) in which the data resides, and then into a local
instance of either a GNU hash map or a TR1 unordered map. Since it is always possible to compute the
key of a parent, child, or neighbor we never actually store (global) pointers to parents or children.
Indeed, a major aim of the MADNESS runtime environment is to replace the cumbersome partitioned
global address space (global pointer is process id + local pointer) with multiple global name spaces.
Each new container provides a new name space. Using names rather than pointers permits the
application to be written using domain-specific concepts rather than a rigid linear model of memory.

Data common to all instances of a function of a given dimension (d) and data type (T, e.g., float,
double, float complex, double complex) are gathered together into FunctionCommonData<T,d> of
which one instance is generated per wavelet order (k). An instance of the common data is shared
read-only between all instances of functions of that data type, dimension and wavelet order. In addition
to reducing the memory usage of the code, sharing the common data greatly speeds the instantiation of
new functions which is replicated on every processor. In order to facilitate shallow copy and assignment
semantics and to make empty functions inexpensive to instantiate, a multi-resolution function, which is
an instance of Function<T,d> contains only a shared pointer to the actual implementation which is an
instance of Functionlmpl<T,d>. Uninitialized functions (obtained from the default constructor) contain
a zero pointer. Only a non-default constructor or assignment actually instantiate the implementation.
The main function class forwards nearly all methods to the underlying implementation. The
implementation primarily contains a reference to the common data, the distributed container storing the
tree, little bits of other state (e.g., a flag indicating the compression status) and several methods.
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Default values for all functions of a given dimension are stored in an instance of
FunctionDefaults<d>. These may be modified to change the default values for subsequently created
functions. Functions have many options and parameters and thus we have made it easy to specify
options and selectively override defaults. Since C++ does not provide named arguments (i.e., arguments
with defaults that may be specified in any order rather than relying on position to identify an argument)
we adopt the named-parameter idiom. The main constructor for Function<T,d> takes an instance of
FunctionFactory<T,d> as its sole argument. The methods of FunctionFactory<T,d> enable setting of
options and parameters and each returns a reference to the object to permit chaining of methods.

Most memory 1is reference counted using Boost-like shared pointers. An instance of
SharedPointer<T>, which wraps a pointer of type T*, is used to wrap memory obtained from the C++
new operator. The exceptions are where management of the memory is immediately given to a low-level
interface. Shared-pointers may be safely copied and used with no fear of using a stale pointer. When the
last copy of a shared pointer is destroyed the underlying pointer is freed. With this mode of memory
management there is never any need to use the C++ delete operator and most classes do not even need a
destructor.

4.1. Maintaining a consistent state of the 2%-tree
The function implementation provides a method verify tree() that checks connectivity and consistency
of the compression state, presence of coefficients, child flags, etc, as described below.

A node in the tree is labeled by the tuple (n,l) key and presently stores the coefficients and a flag
indicating if the node has children. In 1D, the keys of children are readily computed as (n + 1,21) and
(n+ 1,2l +1). In many dimensions it is most convenient to use the KeyChildlterator class. In the
reconstructed form (i.e. the scaling function basis rather than the multiwavelet basis), a tree has
coefficients (held in kd tensors) only at the lowest level. All interior nodes will have no coefficients
and will have children. All leaf nodes will have coefficients and will not have children.

In the compressed form (wavelet basis), a tree has coefficients (in (2k)d tensors) at all levels. The
scaling function block of the coefficients is zero except at the coarsest level. Logically, this tree is one
level shallower than the reconstructed tree since the scaling function coefficients at the leaves are
represented by the difference coefficients on the next coarsest level. However, to simplify the logic in
compress and reconstruct and to maintain consistency with the non-standard compressed form (see
below), we do not delete the leaf nodes from the reconstructed tree. Thus, the compressed tree has the
same set of nodes as the reconstructed tree with all interior nodes having coefficients and children, and
all leaf nodes having no coefficients and no children.

In the non-standard compressed form (redundant basis), we keep the scaling function coefficients at
all levels and the wavelet coefficients for all interior nodes. Thus, the nonstandard compressed tree has
the same set of nodes as for the other two forms but with all nodes having coefficients (a (2k)d tensor
for interior nodes and a kd tensor for leaf nodes).

To keep complexity to a minimum we don’t want to introduce special states of the tree or of nodes,
thus all operations restore the tree to a standard state by their completion.

Truncation is applied to a tree in compressed form and discards small coefficients that are logically
leaf nodes. Logically, because in the stored tree we still have the empty nodes that used to hold the
scaling coefficients. For a node to be eligible for truncation it must have only empty children. Thus,
truncation proceeds as follows. We initially recur down the tree and for each node spawn a task that
takes as arguments futures indicating if each of its children have coefficients. Leaf nodes, by definition,
have no children and no coefficients and immediately return their status. Once a task has all information
about the children it can execute. If any children have coefficients a node cannot truncate and can
immediately return its status. Otherwise, it must test the size of its own coefficients. If it decides to
truncate, it must clear its own coefficients, delete all of its children, and set its has_children flag to false.
Finally, it can return its own status.

Adding (subtracting) two functions is performed in the wavelet basis. If the trees have the same
support (level of refinement) we only have to add the coefficients. If the trees differ, then in addition to
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adding the coefficients we must also maintain the has_children flag of the new tree to produce the union
of the two input trees. To permit functions with different processor maps to be added efficiently, we loop
over local data in one function and send them to nodes of the other for addition. Sending a message to a
non-existent node causes it to be created.
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Abstract. The parquet formalism to calculate the two-particle Green’s functions of large
systems requires the solution of a large, sparse, complex system of quadratic equations. If N
Matsubara frequencies are used for a system of size N, and Newton’s method is used to solve
the nonlinear system, the Jacobian system has O(8N;®) variables and O(40N;*) complex entries
where N; = NoNy. For N; = 1024, the nonlinear system has over 8.5 billion degrees of freedom
and the sparse Jacobian will require over 351 TBytes of memory. The Jacobian is very
expensive to store but the matrix-vector products can be computed directly. We are developing
a highly scalable parallel solver that uses both OpenMP and MPI to exploit the multicore
nodes. We present initial scalability results on the Cray XT5 that suggests the code can be
scaled to solve larger problems with N, > 1024.

1. Introduction

The two-dimensional Hubbard model has been accepted in the community as a minimum model to
study the high-temperature superconducting cuprates. An adequate solution of this model is extremely
challenging, especially in the interesting parameter regime of intermediate to strong coupling, where
the Coulomb repulsion between electrons is of the same order or stronger than the electronic kinetic
energy. Despite some recent success, our understanding of the properties of this model in this regime
is therefore still limited.

The Hubbard Hamiltonian on a square lattice is written as

"= Z(i,j)(tf W g+ U Z,; LR (1)

where c;fo_ (ci,o) creates (destroys) an electron with spin o on site i and n;, = cga Cio IS the

corresponding occupation operator. The first term describes the hopping of electrons between sites i
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under Contract No. DE-AC05-000R22725. This project was supported by SciDAC grant DE-FC02-06ER25792.
S. Yang and H. Fotso were supported by NSF PIRE grant OISE-0730290. This research used resources of the
Center for Computational Sciences at the Oak Ridge National Laboratory, which is supported by the Office of
Science of the U.S. Department of Energy under Contract No. DE-AC05-000R22725. This work was supported
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and j and the second term stands for the Coulomb repulsion U two electrons feel when residing on the
same site.

Perturbation theory provides useful results only in the limits of either weak or strong coupling, but
fails in the interesting regime of intermediate coupling. Methods employing resummations of
Feynman diagrams to infinite order are usually biased due to the particular choice of diagrams. Exact
methods such as Quantum Monte Carlo (QMC) and exact diagonalization are restricted to relatively
small system size due to the computational complexity. In principle, one can imagine carrying out an
analytical calculation which includes all the Feynmann diagrams. This would theoretically yield exact
results on the single-particle and two-particle levels if one manages to include all relevant
diagrammatic equations up to that level.

The parquet formalism is based on a two-particle self-consistent theory, where all the relevant
physical conservation rules are preserved as well as the crossing symmetries at two-particle level are
obeyed. It is based on the following four diagrammatic equations. To simplify the formalism, we
consider systems that preserve the spin SU (2) symmetry. We denote k = (K; iay,) and v = (K, iw,) with
an = (2n + 1) #T and v, = 2nzT. In the following, r is used as a general label for r = d, m, s, t which
label the particle-hole density and magnetic channels (d and m), and the particle-particle singlet and
triplet channels (s and t). All indexes are in modulo arithmetic so that a negative index such as —x is
equal to mod (N; — x;, Ny).

— The Dyson equation

G ) = Gy B+ 2T (2)
— The Schwinger-Dyson equation
BHhy=—@/NP DY, C(H +0)C (K) Gkt 0) Fy (o), 3
— The Bethe Salpeter equation
Fr (0l = I g + D, B (0 X2 (0D Iy (o o @)

forr=d, m, s, t, and with

xo (W =G (KNG K +v), r=dm

5
& (0 = 3G (W) G (K +0), 7 =1 ”
— The Parquet equation
h h 1 1 1
Iy (’U)k,k-’ = Ay ('”)k,k-’ — 3 (g + 3%m) (k‘ - kf).f;,k' + 3 (% + 3%) (k * k) i _k
LE (0)y g0 = A (0o — 3 (@a— @) (k=K )y — 3 (B —0) (k+E)
" (6)
L7 (0o = A )y g+ 3 (Ba—3Bm) (k— Ky + 3 (@a—38,) (k+F) -
TP (W) = AF (W)p + 3 (Ba+ ) (=), — 3 (Bu+Bp) (k: 4. k) .y

64



U.S. Department of Energy Scientific Discovery through Advanced Computing
SciDAC 2010

where £ = k"+ v,
Dr (U)o =
[ (’U)k’k.f =

- Fri() o X20) o Ty (W oy =0
' ’ ’ (7)

o Fr (’”)k,k” X? (’U)ku Ffr (U)k”,k" 4 = S,t

and for r =d, m, it is labeled as @; while for r = s, t, labeled as ¥.

The parquet equations are derived from enforcing two-particle crossing symmetries, while the other
equations are necessary for a conserving approximation. The above set of equations, however, does
not form a closed loop because the fully irreducible vertices, A, are not determined internally. When
Ay is replaced by the bare interaction, one obtains the parquet approximation. One can also imagine
taking the results of an exact calculation for a small system size, using e.g., exact diagonalization or
QMC methods, as an input for A, in the parquet equations. In this case, one obtains the full multi-scale
parquet formalism, that has been discussed in [9].

2. Algorithm

The parquet equations (2) to (7) form a system of nonlinear equations. The strength and spatial range
of correlations depends on the ratio between the Coulomb repulsion U and temperature T and the
nonlinear system becomes increasingly difficult to solve for large U. Each entity such as TF? (v) &, x”
or Fr (v) xu, k> can be discretized and represented as three-index N; x N; x N, arrays /; (x1, &, V) and
F' (x1, &, V). A simple algorithm is to perform fixed-point iteration by freezing some of the unknowns
to solve a subset of the nonlinear equations. Starting from an initial guess, we can solve the Bethe
Salpeter equation (4) to generate F, (V) x1,x>. The @ and ¥ values can be updated using the new F;
values using (7). The new /7 (v) x, x” values are computed by the Parquet equations (6). One can
iteratively solve (4) and (6) until convergence, then update the Dyson equation and self energy in (2)
and (3). Although this method is efficient and simple to implement, the iterations may become
unstable for large values of U > 18.

A careful examination of the system shows that the Bethe Salpeter equations can be written as

FeWep =L (0ep + @O, r=dm

FlL ('U)k',k’ :FT(’U);C’;‘J + W, ('U)k’kf, P =g, ®)
so that the Bethe Salpeter equations and the Parquet equations can be written as linear expressions in
F., I7, @, and ¥. The nonlinearity comes mainly from the @&, and ¥; variables that are products of
just F, (v) and 77 (v); therefore (4) to (7) form a complex system of affine quadratic equations.

The literature is sparse on methods for solving a general system of quadratic equations. The
solution of a system of quadratic equations using Newton’s method has been analyzed in [6]. It shows
that multiple solutions are possible and the Jacobian matrix may be exactly singular if it is evaluated at
a midpoint of two solutions. Cohen and Tomasi [3] have considered the solution of a special case of a
system of homogeneous bilinear equations. Their results show the problem is related to solving the
generalized eigenvalue problem. Bouaricha and Schnabel [7,1,2] have considered an extension of the
Newton’s method to solve F(x) = 0 by including a low rank tensor approximation of higher derivatives

1
Mz, +d) = Flx,) + F'{z)d + Efrdd, F:IR" — IR™, 9)

where T, is a three index tensor object formed by interpolation of past Newton steps. The tensor T, is
not the second derivative of F(x) but is chosen to be a sum of p rank-one tensor objects. Equation (9)
may be viewed as a particular system of quadratic equations. Ultimately, Newton’s method or
Levenberg-Marquardt method is used to solve (9) in a least squares sense as a smaller system of p
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quadratic equations. The analysis of quadratic matrix equation AX?> + BX + C = 0 in n x n matrices and
the connection to quadratic eigenvalue problem (A?A + AB + C)x = 0 have been considered by Higham
and Kim [4]. The authors used Newton’s method with exact line searches [5] to solve the quadratic
matrix equations.

We have developed a parallel solver using Newton’s method with line search to solve the complex
system of biaffine quadratic equations. The unknowns are eight Ny x N; X N; arrays for Fq, Fn, Fs, Fy,
Id, I, I, and 7. The complicated vertex rotations to enforce crossing symmetries in the Parquet
equations (6) can be viewed as permutation operations on a long vector of length N2. The permutation
is implemented using the Message Passing Interface (MPI) all-to-all communication primitive. This
operation places high demands on the communication network and is one of the most time consuming
kernels. The sparse Jacobian matrix of the bilinear quadratic equations can be analytically computed
but it has O(40N;*) nonzeros. For problems of interest N, > 256, the sparse Jacobian matrix is very
costly to store in memory. For example, if Ny = 1024 then there are nearly 8.6 billion degrees of
freedom and explicit storage of the sparse Jacobian still requires over 351 TBytes of memory and for a
larger case of N; = 1280, there are over 16.7 billion degrees of freedom and storage of the Jacobian
requires over 858 TBytes of memory! For this application, we have found that computing the matrix-
vector operation by finite differences introduces an unacceptably high error due to numerical
cancellation. Instead the action of matrix-vector multiply is computed analytically without explicit
formation of the Jacobian. The @and ¥ expressions in (7) are simple products of F, and 7y. The
interaction of derivatives of @ or ¥ with respect to F, or /7 can be computed as dense complex
matrix products of N; by N; matrices. The entries in the Jacobian matrix consist of terms [derived from
(7)] such as

a(p?‘(”)k,k’
6}1'}'(1})}:?1:”

(j(p?, ( (4 ] k&

e ey Fr ). Lo 9';_; oL (10
L (0)n () X (V)& )

= X2 (V) T (v)r g o1

The large sparse Jacobian system is solved using the BICGSTAB(L=2) [8] Krylov iterative
method” without preconditioning. Preconditioning using simple Jacobian diagonal scaling is not
effective for this problem.

3. Numerical Experiments

The parquet code has a robust multilevel parallel implementation and has been ported to several
parallel machines, including the International Business Machine (IBM) Opteron cluster (Glenn) at the
Ohio Supercomputer Center (OSC), the Sun Constellation Linux cluster (Ranger) at the Texas
Advanced Computing Center (TACC), the IBM BlueGene/P (Eugene), and Cray XT4/5 (Jaguarpf) at
the National Center for Computational Sciences (NCCS) at the Oak Ridge National Laboratory
(ORNL).

We present performance for the 4 x 4 Hubbard cluster model (N, = 16), with parameters, U = 0.3,
T=0.05, t = 0.25 for two cases, using Ny = 64 and N; = 80 Matsubara frequencies for problem sizes
N:= 1024 and N, = 1028 respectively. For the N; = 1024 case, the number of MPI processes was varies
from 256 to 1024, with 4 OpenMP threads per MPI process, using a maximum of 4096 cores. The
N;= 1280 case was run with 640 and 1280 MPI processes with 4 threads per process using a maximum
of 5120 cores. The plots in Figure 1 show the code performs well despite the need for a large “all-to-
all” exchange for tensor rotations.

" The code for bicgstab? is available at http://www.math.uu.nl/people/vorst/zbcg2.f90
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Figure 1. Strong Scaling plots for the Parquet Solver base on Jaguarpf measurements (Left)
Execution times for two problem sizes, on core counts from 1024 to 5120. (Right) Scaled speedup
plot for the Parquet code, speedup for each problem size determined relative to measurement of
lowest core count.

4. Summary
We have described the development of a parallel solver for multi-scale parquet quantum modeling of
highly correlated materials. The code uses Newton’s method with line search to solve the large system
of affine quadratic equations. The large sparse Jacobian is too large to store and the action of matrix-
vector multiply is computed analytically. Performance results on the Cray XT4/5 cluster suggest
hybrid OpenMP and MPI programming technique can effectively use large numbers of cores to solve
problems with several billion degrees of freedom.

Future development will focus on more sophisticated continuation method for generating good
initial guesses and the exploration of effective preconditioners and iterative methods for solving the
Jacobian system.
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Abstract. The ITAPS center is developing services for unstructured mesh operations that
operate on massively parallel computers including base services to effectively support evolving
mesh partitions that take advantage of local and/or neighborhood information to eliminate
syncronization steps and reduce communications. This paper overviews base services for
controlling mesh partitions and controlling messages that are communicated within processor
neighborhoods.

1. Introduction

Unstructured adaptive mesh methods support the effective and reliable analysis of complex physical
behaviors modeled by partial differential equations over general three-dimensional domains. Although
well defined adaptive meshes can have two to three orders of magnitude fewer elements than a more
uniform mesh for the same level of accuracy, there are many complex simulations where the meshes
required are so large that they can only be solved on massively parallel computers. The execution of a
simulation on a massively parallel computer requires the mesh be distributed over the computing
nodes and cores of the parallel computer through a partitioning of the mesh in which the amount of
computation required for each part is nearly equal and the amount of inter-processor communication
between parts is as small as possible. Given the fact that the meshes needed will not fit within the
memory of even a single node, the methods developed to manage the mesh in parallel must address: (i)
Understanding how the mesh entities and their adjacencies relate to computation and/or memory use.
(i1) Performing multiple dynamic load balancing steps to account for the changing load balance caused
by operations as adaptive mesh modification. (iii) Constructing and managing the mesh partition must
be performed using effective scalable methods to avoid that step becoming more dominant as we
move toward exascale machines.

A key conclusion the above factors point to is that parallel adaptive simulation on massively
parallel computers requires all steps be efficiently executed in parallel on a partitioned mesh and that
the mesh be effectively repartitioned as needed at various steps in the simulation.

Although a reasonable set of procedures and methods had been developed for parallel mesh
adaptation when a few hundred processors were used [1,2], recent efforts to move to massively
parallel computers with 100,000°s of compute cores [3,4,5] indicated the need to develop a number of
additional capabilities [6]. This paper focuses on two of these capabilities. The first capability is an
extension of the partition model to support multiple parts per processor. Although we have run into
multiple scenarios where this capability is useful, the overriding one in massively parallel adaptive
simulations is when the total size of the mesh grows by one or two orders of magnitude during a
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simulation, yielding a situation where it is desirable to increase the number of cores being used in
subsequent steps. The second capability is a predictive load balancing procedure that is used to drive a
repartitioning of the mesh before a mesh adaptation step with the goal of having nearly a balanced
mesh partition after the mesh is adapted. Although this capability is potentially useful in maintaining
computational load balance during mesh adaptation, its primary goal is to control the amount of
memory used by each part so that memory usage is nearly equal with no parts requiring substantially
more than the average memory usage. On some of the most effective massively parallel computers,
exceeding the memory on a single core will lead to failure or termination of the calculation.

2. Partition Control on Massively Parallel Computers

Graph/hypergraph-based algorithms are most effective for partitioning unstructured meshes [7,8,9]. In
our work on parallel computations at extreme scale, specific issues were observed [6]. One issue
relates to the cost and reliability of applying parallel dynamic load balance over all cores using a graph
of the entire distributed mesh, which is referred to as global partitioning. As core counts increase, the
quality of global partitions can degrade. In addition there is a reliability issue that arises in some
current graph/hypergraph-based partitioner implementations that, in our experience, often fail for
partitions requiring large number of parts (=100K). The second issue is related to the characteristics of
implicit parallel mesh-based analysis which has the two primary work components of equation
formation and equation solution which require load balance of different types of mesh entities
(elements and vertices in the present case). Graph/hypergraph-based partitioning uses one type of
mesh entities as graph nodes, thus, the balance of other mesh entities may not be optimal. Partition
improvement methods have been developed to account for a balance of multiple entity types within a
single partition. Those issues are addressed in our work by the combined strategy of global and local
graph partitioning plus iterative improvement using the algorithm developed in [6].

Two partitioning categories are defined based on data provided to graph/hypergraph-based
partitioner: global partitioning which considers both intra-processor and inter-processor graph edges,
and local partitioning which considers only intra-processor graph edges. Global partitioning considers
the complete set of graph edges and provides a balanced partition with well controlled inter-part
communication. Local partitioning considers only the on-processor (intra-processor) graph edges and
nodes, without knowing the existence of graph nodes and edges on other processors. In this case,
partitioning is carried out independently on each processor, as a serial process, which can be executed
in an embarrassingly parallel fashion on all processors. At large core counts local partitioning requires
much smaller compute time where a global partitioning implementation may fail. However, as local
partitioning is repeated, the quality of the partition will decrease due to the compounding of imbalance
in each step. Local partitioning is not optimal, but provides good starting partitions that can easily be
improved by iterative algorithms.

When very large core counts are considered, the problems observed in the partition obtained from
the graph/hypergraph-based procedures are limited to a number of heavily loaded parts (based on
mesh vertices), referred to as spikes. Thus, scalability of the equation solution phase is limited by
these spikes. The diffusive approach, Local Iterative Inter-Part Boundary Modification (LIIPBMod)
developed in [6], reduces spikes by migrating selected mesh entities from relatively heavily loaded
parts to less loaded neighboring parts. On heavily loaded parts, the mesh vertices on the inter-part
boundary are traversed and the ones bounding a small number of elements are identified. Then the
elements adjacent to selected vertices are migrated to the lightly loaded neighboring part. Figure 1
explains the algorithm using three, 2D examples for clarity. The procedure has been implemented for
3D meshes. By this local inter-part boundary adjustment, the vertex imbalance is improved while only
modestly perturbing the element balance. The procedure is repeated for several iterations to achieve
the desired improvement to the vertex balance. In the extreme scale simulations, the global and local
partitioning are used in a combined manner. i.e., in the first step, the mesh is balanced globally into an
intermediate number of parts, m, and in the second step, each of these m parts split independently to
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Figure 1. Partition before and after LIIPBMod.

N parts, which gives m x n parts in total. In the final step, the balance of the partition is improved by an
iterative mesh entity migration procedure. This combination is much faster and more efficient
compared to global partitioning.

An abdominal aorta aneurysm (AAA) model
(see Figure 2) is used to study the partition
improvement algorithm by using it in conjunction
with graph/hypergraph-based procedures, namely
ParMETIS PartKWay [9] and Zoltan Parallel
HyperGraph partitioner PHG [7].

First consider a 1.07 billion anisotropic,
tetrahedral element mesh created by applying
mesh adaptation [10] on an AAA model. The
global (ParMETIS PartKWay) and local (PHG)
partitioning are combined to obtain different
partitions with number of parts ranging from
4,096 to 294,912 [11]. The element imbalance is Figure 2. Geometry and mesh of an AAA
within 6% for all the partitions with up to 294,912 model.
parts. However, the vertex imbalance is getting
worse when the mesh is distributed to more and
more parts. Each part of a globally balanced (1.025% element imbalance) partition with 4,096 parts
splitting to 72 parts gives a partition with 294,912 parts in total. The element imbalance is 5.6%, but
the vertex imbalance is 43.7%, which indicates 43.7% more work to do on the part with the highest
number of vertices during the equation solution phase of the FEA. The LIIPBMod algorithm reduces
the vertex imbalance dramatically to 17% while increasing the element imbalance to 15%. Table 1

Table 1. Strong scaling results of FEA on an AAA model with 1.07B elements up to
294,912 cores on JUGENE with and without LIIPBMod algorithm. LMod denotes

LIIPBMod
1.07B element mesh Eqn. form. Eqn. soln. Total
num. of cores Time s factor Time s factor  Time s factor
4,096 (base) 390.17 1 455.51 1 845.68 1
294,912 5.54 0.98 10.38 0.61 15.92 0.74
294,912 (LMod) 5.82 0.93 9.14 0.69 14.96 0.79

presents the time usage of the FEA along with the scaling factors. It also compares the cases with and
without using LIIPBMod algorithm. The equation solution phase is accelerated by 12% (from 10.38 to
9.14 seconds) due to better vertex balance, while the equation formation is slowed down a little from
5.54 to 5.82 seconds. The total time usage of the FEA is reduced from 15.92 to 14.96 seconds and the
scaling factor is increased from 0.74 to 0.79. The time spent on the FEA is reduced by 0.96 second per
20 time steps, which means 78.6 cpu hours. In the real application, we usually run thousands of time
steps per cardiac cycle, e.g., 5000. By using LIIPBMod algorithm, we save 78.6 x 5000 = 393
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thousand cpu hours per cardiac cycle in analysis. The time spent on LIIPBMod algorithm is much
smaller than the classical graph/hypergraph-based partitioner, which is negligible compared to solver
[6]. An 8.56 billion element mesh was also run and yielded similar results.

3. Neighbor hood Awar e M essage Packing

The Inter-Processor Communication Manager (IPComMan) is a package to reduce data exchange
costs by exploiting communications of a local neighborhood for each processor. The neighborhood is
the subset of processors exchanging messages with each other during a communication round, which
in a number of applications is bounded by a constant, typically under 40, independent of the total
number of processors. The library takes care of the message flow with a subset of MPI functions. The
library provides several useful features (i) automatic message packing, (ii) management of sends and
receives with non-blocking MPI functions, (iii) asynchronous behavior unless the other is specified,
and (iv) support of dynamically changing neighborhood during communication steps. [PComMan
takes care of memory allocation for both sending and receiving buffers, and manages the ones that can
be reused without additional allocation. The library stores messages going to the same processor in
contiguous memory. Thus, when sending or receiving a package, no additional memory copying is
needed. The user may specify whether the size of each message is constant or arbitrary during a
specific communication step. The fixed message size is taken by the library and used while extracting
the messages. The arbitrary message size is put together with every message to correctly unpack the
message upon arrival.

While initializing a communication library object, each processor specifies the neighbors it is going
to communicate with. From that point, the library is concentrated on delivering messages between
neighbors only, not touching other processors of the domain, when required. There are no collective
calls during each communication round that remains within a neighborhood. There could be situations
when it is not possible to a priori define all the neighbors for processors, i.e., new neighbors may be
encountered during a communication step. For example, mesh modification operations may alter the
neighborhood of specific processors. Consider the communication pattern presented in Figure 3.
Processor PO has in its neighborhood processors P1 and P2. P3 has P2 as the only neighbor, but after it
has sent all the messages to P2 it finds out that there are some messages to be sent to PO. P3 includes
PO in its list of neighbours and begins to send packages to it. An increment of time before, say PO
finished sending to and receiving all the messages from P1 and P2, extracted them and proceeded to
the next communication step. In that case packages from P3 to PO would be lost, which will result in
incorrect program behavior. To avoid this problem as new neighbors needing to communicate are
encountered, one collective call at the end of communication round is performed to verify whether the
global number of sends and receives match. When new neighbors are formed, the library continues to
receive the messages identifying the new neighbors and communications. Note that at that time all the
packages from existent neighbors are already received.

Figure 3. Communication paradigm with the neighborhood being changed.

Dynamic and irregular computation often results in an unpredictable number of messages
communicated among the processors. Using [IPComMan, there is no need to verify and send the
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number of packages to be received at the end of sending phase. The last message sent from the
processor to a neighbor contains the number of buffers expected to be received by the neighbor.

To measure the performance of mesh migration, an essential part of parallel adaptive unstructured
mesh procedures [12], IPComMan was compared with the Autopack communication utility. Initial
results on IBM Blue Gene/L [3] show that IPComMans ability to localize communication to
neighborhoods to be independent of the total number of processors and its use of non-blocking
functions allows it to continuously reduce the communication time as the number of processors
increases. Even though the differences in communication times between Autopack [13] and
[PComMan are not substantial at 128 processors, [IPComMan is from 3 to 7 times faster in the 4096
processor case.

Although the total communication time for [IPComMan is reduced, the scaling for the process does
fall with increased processor count. It is important to note though that the mesh adaptation process that
involves mesh migration procedures is not well balanced in terms of the communication load per part.
However, additional efforts on the scalability are desired. This includes several aspects of managing
sends and receives during the communication phase while interacting with the computation part, and
keeping efficient use of the buffer memory. The options are being considered to eliminate all the
collective calls with the neighborhood concept in IPComMan, although additional analysis is required
to see if these approaches lead to the reduction of the communication time in oppose of using
collective call with the processor count growth.

4. Closing Remark

As the number of cores used in our parallel adaptive simulations continue to increase it is becoming
increasingly important to ensure that the tools used to adapt the mesh and load balance it for the next
set of solution steps are efficient and scale, while at the same time produce a partitioning of the mesh
that ensures the solver will scale well (preferably strong scaling). This paper has outlined two services
that have been recently to help meet these needs.
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Abstract. We report initial results of a verification study to determine the fundamental
properties of buoyancy-driven turbulent nuclear combustion and a comprehensive, systematic
program to validate current models of Type la supernovae.

1. Introduction

Observations using Type la (thermonuclear-powered) supernovae (SNe Ia) led to the discovery of dark
energy and provide one of the most promising methods for determining its properties. Most scientists
believe that using these explosions to accomplish the latter will require a much better understanding of
them. Two major challenges face numerical astrophysicists in the Type Ia supernova (SN Ia) field:
(1) several key physical processes in these explosions are not fully understood, including
buoyancy-driven turbulent nuclear combustion; and (2) very few simulations of the current models of
SNe Ia have been done, making it difficult to determine which of these models is favored by
observations, and even more, what values of the many parameters specifying these models are
consistent with observations. We report the results of extensive large-scale, 3D verification
simulations of buoyancy-driven turbulent nuclear combustion for planar flames in a channel, flame
bubbles in an open domain, and flame bubbles in a white dwarf star. We have also begun a
comprehensive, systematic validation of current models of SNe Ia, using through large-scale,
whole-star 3D hydrodynamic simulations of these explosions using FLASH [2] and radiation transfer
calculations using Sedona [5] to compare the light curves and spectra predicted by these models with
high-quality data obtained by the SDSS-II Supernova Survey team and its collaborators [6]. We
describe the initial results of these efforts below.

74



U.S. Department of Energy Scientific Discovery through Advanced Computing
SciDAC 2010

2. Buoyancy-Driven Turbulent Nuclear Combustion
We are attempting to provide definitive answers to three questions regarding buoyancy-driven
turbulent nuclear combustion:
e Is it possible to describe the burning rate of a turbulent flame by a single characteristic turbulent
timescale? If so, what scale dominates the flow?
e Under what conditions does a flame transition from the flamelet regime to the distributed
burning regime?
e How does buoyancy-driven turbulent nuclear combustion in a stratified medium differ from
turbulent nuclear combustion in a homogeneous isotropic turbulent background?

To answer these questions, we have conducted large-scale 3D simulations of (i) planar flames in a
rectilinear computational domain in which g and p are constant; (ii) flame bubbles in an open domain,
which we simulate using a rectilinear computational domain having large lateral dimensions, in which
g is constant and p is decreasing; and (iii) flame bubbles in a white dwarf star, in which g is increasing
and p is decreasing. Figure 1 shows a simulation of the first physical situation; Figures 2 and 3 show
simulations of the latter two physical situations. We have made the following discoveries about
buoyancy-driven turbulent nuclear burning:

e The rate of nuclear burning appears to be governed by the length scale corresponding to the

flame polishing length Ac [7] (see Figure 4).

e “Self regulation” is a physical process in which changes in the area of the flame exactly
compensate for changes in the laminar flame speed, causing the nuclear burning rate to be
independent of the laminar flame speed. Our simulations suggest self regulation is the result of
the fundamental properties of buoyancy-driven turbulent nuclear combustion, and so occurs not
only for planar flames in closed computational domains—where it has been observed
previously—but also for flame bubbles in open domains, which is directly relevant to the
burning that occurs during the deflagration stage of SNe Ia.

Figure 1. Frames showing two different ways of
visualizing the physical properties of a simulation
of buoyancy-driven turbulent reactive flow at a
moment in time for a flame speed s= 30 km s
Left frame: volume rendering of the flame
surface; right frame: volume rendering of the
velocity field generated by the flame [10].
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Figure 2. Resolution study of simulations of a flame bubble in an open domain (mocked
up by a rectilinear domain having large lateral dimensions) in which g is constant and p

is decreasing.

Figure 3. Resolution study of simulations of a flame bubble in a white dwarf star in

which g is increasing and p is decreasing.
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Figure 4. Flame area as a function of time for
different spatial resolutions for flame bubble
simulations in an open domain (mocked up by
a rectilinear domain having large lateral
dimensions) with constant acceleration of
gravity g and decreasing density p. The results
demonstrate convergence with resolution for
spatial resolutions of 8 km or better; i.e.,
simulations that resolve the flame polishing
length Ac.
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The condition Ka = 1, where Ka is the so-called Karlovitz number, has been used in the SN Ia
field as the criterion for when a flame transitions from the flamelet regime to the distributed
burning regime (see, e.g., [1]). Our simulations show the flame remains in the flamelet regime
even for Ka » 1. This is important because transition to the distributed burning regime is a
pre-requisite for initiation of a detonation in the deflagration-to-detonation model.

3. Validation of Current Type la Supernovae Models
We have extended our large-scale, whole-star 3D hydrodynamic simulations of SN Ia models using
FLASH [2] from the GCD models [9,4,3,8] (see Figure 5) to the pure deflagration and
deflagration-to-detonation models. Taking the data from these simulations as input for radiation
transfer calculations using Sedona [5], we find the following:

e The light curves predicted by the GCD model can be fit reasonably well by the MLCS2k2 and

SALT?2 data-driven models the supernova community uses to fit to the light curves of individual
SNe Ia [6], showing that the predicted light curves are similar to those observed.

Preliminary results based on 2D simulations show the light curves predicted by the GCD model
are consistent with the Phillips relation between peak B-band magnitude and stretch and the
inference from observations that most observed SNe la produce 0.5-1 solar masses of nickel
(see Figure 6).

Viewing asymmetric supernovae from different directions may contribute significantly to the
anomalous scatter in the calibration of SNe Ia as “standard candles” (see Figure 6).

Figure 5. Images showing extremely hot matter (ash or unburned fuel) and the
surface of the star at different times for an 8-km resolution simulation of the
GCD model starting from initial conditions in which an 16-km radius hot bubble
is offset 80 km from the center of the star. Times are (a) 0.5 s, soon after the
bubble becomes Rayleigh-Taylor unstable and develops into a mushroom shape,
(b) 1.0 s, as the bubble breaks through the surface of the star, and (c) 2.03 s,
when the hot ash has flowed over the surface of the star and has begun to collide,
and (d) 2.23 s, as the detonation wave sweeps through the star [9,4,3,8].
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Figure 6. Left panel: Points corresponding to 30 different viewing angles predicted by
simulations of the GCD model of SNe Ia for three different initial conditions that produce
0.71, 0.91, and 1.26 solar masses of nickel, superimposed on a scatter plot of a simulated
SDSS-II sample of SNe Ia in the (stretch, B-band peak magnitude)-plane, where stretch is a
measure of the rate an SN Ia fades and B-band peak magnitude is a measure of the peak
luminosity of a SN Ia. Right panel: Same, except in the (color, B-band peak magnitude)-plane.
These preliminary results, which are based on 2D simulations, show the light curves predicted
by the GCD model are consistent with the Phillips relation between peak B-band magnitude
and stretch and the inference from observations that most observed SNe Ia produce 0.5—1 solar
masses of nickel.
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Abstract. At the core of DOE‘s scientific priorities is a broad need for more computing power
and supercomputing infrastructure. An estimated 70% of computing cycles spent globally in
the HPC ecosystem are used to solve large-scale linear algebra computational problems. Linear
algebra is at the core and constitutes the primary bottleneck of important DOE research
problems in fusion energy, nuclear accelerator modelling, circuit simulation, and weather
modelling, among other research challenges. As part of an ambitious research program co-
funded by DOE, NASA, and the Department of Defense, Accelogic is spearheading the
development of LAPACKTrc, a groundbreaking family of FPGA-based linear algebra solvers
able to achieve speedups larger than 100x with a single chip (—¢” stands for —econfigurable
computing,” a radically new computing paradigm that is changing the way high performance
computing is done today). Recent efforts on the LAPACKTrc research program have focused on
producing FPGA-based direct sparse solvers—a key functionality still missing in the current
LAPACKTrec solver suite. Our latest direct sparse solver prototype demonstrates a speedup of up
to 125x (compared against state-of-the-art CPU direct sparse solvers), which provides support
for broad-based science/engineering breakthroughs.

1. Introduction

Improvements in High-Performance Computing (HPC) have become one of the primary means of
addressing the many critical needs the scientific community continuously faces. These improvements
are more needed every day, as HPC supports the discipline of —mdeling and simulation,” now
considered to be a fundamental part of the scientific method, replacing experimentation when the latter
becomes prohibitive in terms of cost and/or difficulty. Energy, climate modeling, oil & gas
exploration, health, and astrophysics, are among the numerous scientific areas always avid for
increased computational power.

One approach to boosting computational capacity in large-scale codes while reducing costs is using
heterogeneous architectures —i.e., programming environments that involve different types of
processor architectures operating simultaneously (e.g., CPUs, FPGAs, GPUs, Cell Broadband
engines). The authors in [1] consider —the emergence of multicore/manycore and heterogeneous
architectures the single biggest change in scalable computing in the past decade, with effective use of
these new node architectures critical to reducing the performance gap between the peak performance
of the hardware and the realized performance of the applications.”

Exploiting heterogeneous architectures for scientific applications is becoming mainstream.
Supercomputing technologies such as Cray‘s XT5h [2] and SGI‘'s RASC [3] have been in the market
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for several years now, and it is common to find commercial supercomputer components that allow the
seamless addition of FPGA or GPU computing nodes to an existing supercomputing network -
transparently. On the software side, powerful libraries and programming tools are either available or at
an advanced development stage for von-Neumann heterogeneous systems (e.g., multicore, GPUs, etc),
as it is evidenced by the CUBLAS [4], PLASMA, and MAGMA [5] libraries.

For heterogeneous non-von-Neumann architectures (e.g., systems enriched with FPGA
accelerators), the development of software and numerical libraries is more challenging — yet
potentially much more rewarding — and has been happening at a slower pace. FPGAs are specialized
—prgrammable logic” devices able to execute specific routines several orders of magnitude faster than
a traditional von Neumann CPU — while maintaining their entire (software based) programmability. In
addition to quantum increases in speed, FPGA-systems are also —geen,” rendering between ten and
hundreds of times more energy-efficiency than conventional CPUs.

FPGA computing technology provides a flexible framework that allows tackling bottlenecks not
efficiently handled by von Neumann solutions. For example, simultaneously adapting arithmetic units
for each of the bottlenecks in the computational chemistry code NWChem [5], is a task that can be
executed better by flexible/adaptable supercomputing architectures. One of the methods used in
NWChem is the Hartree-Fock (HF) method. The computational speed in this ab initio electronic
structure algorithm is conditioned by two core functions, namely, Fock matrix formation and
eigenproblem solution. The main bottleneck of the algorithm can be either the Fock matrix formation
or the eigenproblem solution. When the code is executed on a small number of processors, matrix
formation is the primary bottleneck, whereas, when the code is executed on thousands of processors,
matrix formation is efficiently scaled thus shifting the primary bottleneck to the eigensolver (which is
scalable up to about 300 processors today.) These two steps are inherently sequential, creating an
opportunity for an FPGA-enhanced accelerated solution. In FPGA computing, instead of having a
single computing architecture that scales very well and provides computing performance for only one
of the two bottlenecks, we can have two different architectures alternating operations in the same
FPGA chip. These two architectures can be optimized for the solution of each particular problem. In a
different flavor of FPGA enhancement, it is possible to connect a small group of FPGA computing
units into a traditional CPU-based supercomputing network, so that we take advantage of the
scalability of the matrix formation in thousands of CPUs (currently achieved by NWChem), and of
accelerated eigensolvers in a small number of FPGAs (a solution that is possible through the use of
specialized FPGA numerical libraries), to achieve groundbreaking end-to-end acceleration. This is a
perfect example of a real heterogeneous supercomputing architecture in action, enabled through
adaptive computing software.

Aimed at providing the needed software substrate for the effective exploitation of FPGA
accelerators in current supercomputers, Accelogic is developing LAPACKre, a groundbreaking family
of linear algebra solvers that increase computational speed 100+ times using hybrid CPU/FPGA
computing [13], [14], [15]. In the remainder of this paper, we introduce recent advances in the
development of this library, particularly focused on incorporating FPGA-accelerated direct sparse
solvers into LAPACKre.

2. The challenges of heterogeneous CPU/FPGA supercomputing
In order to achieve consolidation as a viable alternative that provides very-low-cost and energy-
efficient HPC—at both the supercomputer and the workstation levels, FPGA computing has faced
three fundamental challenges:
(a) Making available FPGA hardware platforms well-suited to scientific computing;
(b) Making available advanced programming tools and compilers for FPGA computing design,
comparable to those currently used in traditional von Neumann design; and,
(c) Providing software and numerical libraries that are fast, accurate, portable, and easy to use, thus
allowing for widespread adoption of FPGA acceleration by the numerical computing
community, and by domain scientists.
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Fortunately, with the evolution of FPGA computing during the last 10 years, most of these
challenges are being successfully addressed. With respect to (a), supercomputer vendors already offer
an impressive array of FPGA-based computer systems—most notably the SGI RASC [3], Cray‘s
XT5h [1], the SRC-7 system [7], DRC Accelium Platform [8], and Convey HC-1 system [9]. As for
(b), a significant number of programming tools and C-like compilers for FPGAs are already available
both within the open-source (e.g., SPARK [10]) and commercial (e.g., Mitrion platform [11], Impulse
C [12]) communities.

Most success in (c) has been achieved and is ubiquitous for integer-arithmetic applications such as
encryption and bioinformatics. In the floating-point arena, LAPACKrc offers a powerful array of
numerical libraries that exploit the presence of FPGAs in a supercomputer network, under a paradigm
that provides maximal speed performance, but is yet portable and easy to use for the domain scientist.

3. Enabling heterogeneous supercomputing for scientific applications: The LAPACKTrc
numerical library

Sca/LAPACKrc (or simply LAPACKTrc) is a family of FPGA-based linear algebra solvers able to
achieve speedups larger than 100x per FPGA chip. The goals of the LAPACKrc program are to 1)
develop the fundamental FPGA computing algorithmic technology for high-speed FPGA-enhanced
dense and sparse linear algebra; 2) produce solvers and their underlying math components as portable
and easy-to-use utilities; and 3) aggressively integrate the LAPACKrc technology into higher-level
solutions for DOE and its other program sponsors. LAPACKrc incorporates the traditional linear
algebra functionality of libraries like LAPACK, ScaLAPACK, PETSc, and MUMPS. The library is
compatible with traditional CPU-based High-Performance Computing (HPC) hardware, and can be
used to accelerate current HPC codes via plug-in enhancements with hybrid accelerators such as the
SRC-7 or the Cray XT5h [13], [14], [15]. Figure 1 illustrates the core components of the LAPACKrc
library. It is worth noting that, although initially focused on FPGA acceleration, LAPACKrc is
designed to integrate and —daptively” squeeze performance from all the components of a
heterogeneous supercomputer (e.g., CPUs, GPUs, FPGAs) when working together to solve a problem.

Figure 1. Core components of the LAPACKrc library. LAPACKrc prototypes have
demonstrated speedup factors of up to 150x for a variety of large-scale sparse and dense linear
algebra problems.
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4. Reducing time to solution in direct sparse computations
One of our most recent efforts in enhancing LAPACKrc has focused on incorporating direct sparse
solver functionality. Our design is a collaborative architecture, with selected operations of the sparse
direct solver executed in the CPU, and other numerically intensive kernels executed in the FPGA. Our
sparse Cholesky solver is based on CHOLMOD [16]. CHOLMOD is used by MATLAB‘s _A\b‘
operator when A is sparse symmetric positive definite. Our direct sparse computational engine is
based on a many-core arithmetic unit (up to 1,640 cores per FPGA in our first prototype) for which
operations are controlled by a dynamic
scheduler.
We benchmarked our solver with all of the
symmetric positive definite matrices in the
University of Florida Matrix Collection [17],
and attained speedups ranging from 3x for
small matrices, up to 125x for large matrices.
Figure 2 summarizes our results. We compared
the performance of our solver against the
fastest CPU solver (CHOLMOD [18]) running
on the fastest CPU core (Intel Xeon Woodcrest
[19]). The processing performance of our
Cholesky solver (and of sparse Cholesky
solvers in general) depends on the
characteristics of the problem being solved. In
general, the problem becomes more complex
(i.e., more time to solution) as the number of
floating-point operations per nonzero entry in
the factor L (of A=LL") increases. An Figure 2. Speedup of LAPACKrc‘s sparse
important capability of this tCChl’lOIOgy lies in its Cho]esky factorization method, compared
ability to provide more speedup as this ratio of against CHOLMOD. The LAPACKrc solver

flops per nonzeros increases. runs on an Intel Xeon Woodcrest / Xilinx
Virtex 6 system. CHOLMOD runs on an Intel
Conclusions and future work Xeon Woodcrest @3GHz, on Ubuntu Linux.

One approach to boosting computational capacity

in large-scale codes while reducing costs is using heterogeneous architectures enhanced with
accelerators such as FPGAs and GPUs. These types of systems have been in the market for several
years now. Traditional supercomputers can be enhanced transparently by adding a number of
accelerators able to boost performance —daptively” for targeted numerical routines. The challenge in
the proper exploitation of accelerator hardware is in well-designed software and numerical libraries
that allow maximal speed and compatibility with the legacy CPU system, while maintaining
portability and ease of use. Numerous efforts are starting to provide important software components,
libraries, and development tools for accelerator-enhanced supercomputers. The development of
FPGA-enhanced software and numerical libraries is more challenging than that of other accelerators —
yet potentially much more rewarding in terms of overall speedup, cost, and power consumption. The
LAPACKTrc library represents the first industrial-quality family of linear algebra solvers intended for
heterogeneous FPGA-enhanced HPC architectures, capable of speedups exceeding 100x per FPGA
processor. The LAPACKTrc library is currently integrating a large-scale sparse Cholesky factorization
module that has reached up to 120x acceleration for symmetric/positive definite matrices in the sparse
matrix collection. Future work includes, in addition to productization of the current prototype, the
creation of additional methods for linear algebra.
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Abstract. With petascale systems already available, researchers are devoting their attention to
the issues needed to reach the next major level in performance, namely, exascale. Explicit
message passing using the Message Passing Interface (MPI) is the most commonly used model
for programming petascale systems today. In this paper, we investigate what is needed to
enable MPI to scale to exascale, both in the MPI specification and in MPI implementations,
focusing on issues such as memory consumption and performance. We also present results of
experiments related to MPI memory consumption at scale on the IBM Blue Gene/P at Argonne
National Laboratory.

1. Introduction

We have already reached an era where the largest parallel machine in the world has close to 300,000
cores (the IBM Blue Gene/P at J'ulich Supercomputing Center). Table 1 shows the top five largest
parallel machines in terms of number of cores in the latest (June 2010) edition of the Top500 list [31].
These machines range in size from 150,000 to 300,000 cores. The most commonly used model for
programming large-scale parallel systems today is MPI, and in fact, all the systems in Table 1 use MPI
implementations that are derived from MPICH?2 [23].

Although MPI runs successfully today on up to 300,000 cores, future extreme-scale systems are
expected to comprise millions of cores. These systems may have several hundred thousand “nodes”
(Figure 1), and each node itself may have large numbers (hundreds) of cores. The cores may comprise
a mix of regular CPUs and accelerators such as GPUs, as illustrated in Figure 2. Many researchers and
users wonder whether MPI will scale to systems of this size, or what is required to make scale MPI to
this level. Furthermore, at exascale, MPI is likely to be used as part of a “hybrid” programming model

Table 1. Top five machines with the largest number of cores in the
June 2010 Top500 list [31].

System Location Number of Cores
IBM BG/P Jiilich Supercomputing Center 294,912
Cray XT5 Oak Ridge National Laboratory 224,162
IBM BG/L. | Lawrence Livermore National [aboratory 212,992
IBM BG/P Argonne National Laboratory 163,840
IBM BG/P | Lawrence Livermore National Laboratory 147,456

84



U.S. Department of Energy Scientific Discovery through Advanced Computing
SciDAC 2010

Figure 1. Future extreme-scale platforms with hundreds of
thousands of nodes, each node with hundreds of cores.

(MPI+X), much more so than it is today. In such a model, MPI will be used to communicate between
address spaces in conjunction with some other “shared memory” programming model (such as
OpenMP, UPC, CUDA, or OpenCL) for programming within an address space. In other words, MPI
and MPI implementations will need to support efficient hybrid programming. In this paper, we discuss
the issues of scaling MPI to exascale, in terms of both what is needed in the MPI specification and
what is needed from MPI implementations.

2. Scaling MPI to Exascale

Although the original designers of MPI were not thinking of exascale, MPI was always designed with
scalability in mind. For example, a design goal was to enable implementations that maintain very little
global state per process. Another design goal was to require very little memory management within
MPI; all memory for communication can be in user space. MPI defines many operations as collective
(called by a group of processes), which enables them to be implemented scalably and efficiently.
Nonetheless, examination of the MPI standard reveals that some parts of the specification may need to
be fixed for exascale. Section 3 describes these issues. Many of the issues are being addressed by the
MPI Forum for MPI-3.

The main factors affecting MPI scalability are performance and memory consumption. A
nonscalable MPI function is one whose time or memory consumption per process increase linearly (or
worse) with the total number of processes. For example, if the memory consumption of
MPI_Comm_dup increases linearly with the number of processes, it is not scalable. Similarly, if the
time taken by MPI_Comm_spawn increases linearly or more with the number of processes being
spawned, it indicates a nonscalable implementation of the function. Such examples need to be
identified and fixed in the specification and in implementations. The goal should be to use constructs
that require only constant space per process.

From an implementation perspective, the main requirement is that consumption of resources
(memory, network connections, etc.) must not scale linearly with the number of processes. Since
failures are expected to be common because of the large number of components, the implementation
also needs to be resilient and tolerant to faults. Fault tolerance is needed from all levels of the
stack—hardware, system software, and applications—and the MPI library must play its role. Since
hybrid programming is likely to be common at exascale, the MPI implementation must also
efficiently support concurrent communication from multiple threads of a process. In addition, the MPI
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Figure 2. Many cores on a node.

implementation must provide excellent performance for the entire range of message sizes and for all
MPI functions, not just simple latency and bandwidth benchmarks. In other words, there should be
fewer performance surprises.

We discuss all these issues in further detail in the following sections.

3. Scalability Issuesin the MPI Specification
Below we discuss aspects of the MPI specification that may have issues at extreme scale.

3.1. Szes of Arguments to Some Functions

Some MPI functions take arguments that are arrays of size equal to the number of processes. An
example is the irregular or “v” (vector) version of the collectives, such as MP1_Gatherv and
MP1_Scatterv. These functions allow users to transfer different amounts of data among processes,
and the amounts are specified by using an array of size equal to the number of processes. Using arrays
that scale linearly with system size is nonscalable. An extreme example is the function
MP1_Alltoal lw, which takes six such arrays as arguments: counts, displacements, and datatypes
for both send and receive buffers. On a million processes, each array will consume 4 MiB on each
process (assuming 32-bit integers), requiring a total of 24 MiB just to call the function
MPI_All1toal lw (i.e., just to pass the parameters to the function).
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Figure 3. Time for doing a 0-byte alltoallv on IBM BG/P
(no actual communication takes place).

Furthermore, an MPI implementation is forced to scan most of these arrays to determine what data
needs to be communicated. On large numbers of processes, the time to read the entire array itself can
be large, and it increases linearly with system size. This is particularly harmful in cases where a
process needs to communicate with only a small number of other processes. For example, Figure 3
shows the time for a 0-byte MP1_Alltoal lv on an IBM Blue Gene/P. No actual communication
takes place since it is specified as 0 bytes. The time taken is just for each process to scan through the
input array to determine that no communication is needed. As the number of processes increases, this
time itself becomes significant. The MPI Forum is discussing ways to address this problem in MPI-3
[19], such as by defining sparse collective operations. A concrete proposal has been put forth in [13].

3.2. Graph Topology

MPI allows users to define virtual process topologies that express the communication pattern in the
application. This feature in turn provides the implementation an opportunity to map the processes to
the underlying system in a way that minimizes communication costs. Two types of virtual topologies
are supported: a Cartesian topology and a general graph topology. The graph topology, which has
existed since the first version of MPI, is one of the most nonscalable parts of the standard. It requires
that each process specify the entire communication graph of all processes, not just its own
communication information. The memory required for the purpose would clearly make it unusable on
an exascale system. Other limitations of this interface are discussed in [32].

Thankfully, this problem has already been fixed in the latest version of the MPI Standard, MPI 2.2
[18]. Two new functions, MPl_Dist _graph_create and MPI_Dist graph_create
_adjacent, are defined that allow the user to specify the graph in a distributed, memory-efficient
manner. However, the old interface is still available; and unless applications using the old interface
make the effort to switch to the new interface, they will encounter scalability issues at large scale [12].

3.3. All-to-all Communication

MPI defines functions that allow users to perform all-to-all communication. All-to-all communication,
however, is not a scalable communication pattern. Each process has a unique data item to send to
every other process, which leads to limited opportunities for optimization compared with other
collectives in MPI. This is not a problem with the MPI specification but is something that applications
should be aware of and avoid as far as possible. Avoiding the use of all-to-all may require applications
to use new algorithms.
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3.4. Fault Tolerance
On exascale systems, the probability of failure or some other error in some part of the system is
expected to be relatively high. As a result, greater resilience against failure is needed from all
components of the software stack, from low-level system software to libraries and applications. The
MPI specification already provides some support to enable users to write programs that are resilient to
failure, given appropriate support from the implementation [11]. For example, when a process dies,
instead of aborting the whole job, an implementation can return an error to any other process that tries
to communicate with the failed process. The application then must decide what to do at that point.
However, more support from the MPI specification is needed for true fault tolerance. For example,
the current set of error classes and codes needs to be extended to indicate process failure and other
failure modes. Support is needed in areas such as detecting process failure, agreeing that a process has
failed, rebuilding a communicator in the event of process failure or allowing it to continue to operate
in a degraded state, and timing out for certain operations such as the MPI-2 dynamic process
functions. A number of other researchers have studied the issue of fault tolerance in MPI in greater
detail [4, 9, 14]. The MPI Forum is actively working on adding fault-tolerance capabilities to MPI-3
[20].

3.5. One-Sded Communication

Many applications have been shown to benefit from one-sided communication, where a process
directly accesses the memory of another process instead of sending and receiving messages. For this
reason, MPI-2 also defined an interface for one-sided communication that uses put, get, and
accumulate calls and three different synchronization methods. This interface, however, has not been
widely used for a number of reasons, the main being that its performance is often worse than regular
point-to-point communication. The culprit is often the synchronization associated with one-sided
communication. Another limitation is the lack of a convenient way to do atomic read-modify-write
operations, which are useful in many parallel algorithms. Other issues with MPI one-sided
communication are discussed in [3]. The MPI Forum is considering ways to fix these problems in
MPI-3 [22].

3.6. Representation of Process Ranks

Another nonscalable aspect of MPI is the explicit use of lists of process ranks in some functions, such
as the group creation routines MP1_Group_incl and MP1_Group_excl. While more concise
representations of collections of processes are possible (for example, some group routines support
ranges), the use of this sort of unstructured, nonscalable enumeration in some functions is problematic.
Eliminating the explicit enumeration should be considered as an option for large scale.

4. MPI Implementation Scalability

MPI implementations must pay attention to two aspects as the number of processes is increased:
memory consumption of any function and performance of all collective functions (not just the
commonly optimized collective communication functions but also functions such as MP1_Init and
MP1_Comm_split). We discuss some specific issues below.

4.1. Process Mappings

MPI communicators usually contain a mapping from MPI process ranks to processor ids. This
mapping is often implemented as an array of size equal to the number of processes, which enables
simple, constant-time lookup. Although convenient and fast, this solution is not scalable because it
requires linear space per process per communicator and quadratic space over the system. To alleviate the
problem, as a first step, communicators with the same process-to-processor mapping can share mappings.
For example, if a communicator is duplicated with MP1_Comm_dup, the new communicator can share the
mapping with the original communicator. (The MPICH2 implementation already does this.)
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Figure 4. Maximum number of communicators that could
originally be created with MP1 Comm dup on IBM BG/P
for varying numbers of processes.

In general, however, there is a need to explore more memory-efficient mappings, at least for
common cases. Simple (and very restricted) solutions within the context of Open MPI were considered
in [5]. A more general approach could be based on representations of mappings by simple linear
functions, i @ + b mod p. The identity mapping is often all that is needed for MP1_COMM_WORLD.
Such linear representations, when possible, can be easily detected and cover many common cases, for
example, subcommunicators that form consecutive segments from MP1_COMM_WORLD. A solution in
this direction was explored in [34]. Other approaches, incorporated into the FG-MPI implementation,
were described in [16]. However, this simple mapping covers only a small fraction of the p! possible
communicators, most of which cannot be represented by such simple means. For more general
approaches to compact representations of mappings, see the citations in [34].

4.2. Creation of New Communicators

Creating duplicate communicators can consume a lot of memory at large scale if care is not taken. In
fact, an application (Nek5000) running on the IBM Blue Gene/P at Argonne National Laboratory
initially failed at only a few thousand processes because it ran out of memory after less than 60 calls to
MP1_Comm_dup.

To study this issue, we ran a simple test that calls MP1_Comm_dup in a loop several times until it
fails. We ran this test on the IBM BG/P and varied the number of processes. Figure 4 shows the
results. Note that the maximum number of communicators supported by the implementation by default
is 8,189 (independent of MPI_Comm_dup) because of a limit on the number of available context ids.

The number of new communicators that can be created drops sharply starting at about 2,048
processes. For 128K processes, the number drops to as low as 264. Although the MPI implementation
on the BG/P does not duplicate the process-to-processor mapping in MP1_Comm_dup, it allocates
some memory for optimizing collective communication. For example, it allocates memory to store
“metadata” (such as counts and offsets) needed to optimize MPI_Alltoall and its variants. This
memory usage is linear in p. Having such metadata per communicator is useful as it allows different
threads to perform collective operations on different communicators in parallel. However, the per
communicator memory usage increases with system size. Since the amount of memory per process is
limited on the BG/P (512 MiB in virtual node mode), this optimization also limits the total number of
communicators that can be created with MP1_Comm_dup.
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Figure 5. MPI memory usage on BG/P after 32 calls to
MPI Comm dup of MPI  COMM WORLD (in virtual node
mode).

This scalability problem can be avoided in a number of ways. The simplest way is to use a BG/P
environment variable to disable collective optimizations, which eliminates the extra memory
allocation. However, it has the undesirable impact of decreasing the performance of all collectives.
Another approach is to use an environment variable that delays the allocation of memory until the user
actually calls MP1_ Alltoall on the communicator. This approach helps only those applications
that do not perform MP1_ Al ltoall.

A third approach, which we have implemented, is to use a buffer pool that is sized irrespective of
the number of communicators created. Since the buffers exist solely to permit multiple threads to
invoke MP1_Alltoall concurrently on different communicators, it is sufficient to have as many
buffers as the maximum number of threads allowed per node, which on the BG/P is four. By using a
fixed pool of buffers, the Nek5000 application scaled to the full system size without any problem.

Figure 5 shows the memory consumption in all these cases after 32 calls to MP1_Comm_dup. The
fixed buffer pool enables all optimizations for all collectives and takes up only a small amount of
memory.

4.3. Scalability of MPI Init
Since the performance of MPI_Init is not usually measured, implementations may neglect
scalability issues in MPI_Init. On large numbers of processes, however, a nonscalable
implementation of MP1_Init may result in MPI_Init itself taking several minutes. For example,
on connection-oriented networks where a process needs to establish a connection with another process
before communication, it is easiest for an MPI implementation to set up all-to-all connections in
MP1_Init itself. This operation, however, involves Q(p*) amount of work and hence is nonscalable.
A better approach is to establish no connections in MPI_Init and instead establish a connection
when a process needs to communicate with another. This method does make the first communication
more expensive, but only those connections that are really needed are set up. It also minimizes the
number of connections, since applications written for scalability are not likely to have communication
patterns where all processes directly communicate with all other processes.

Figure 6 shows the time taken by MP1_INnit on a Linux cluster with TCP when all connections
are set up eagerly in MPI_Init and when they are set up lazily. The eager method is clearly not
scalable.
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Figure 6. Time taken by MPI Init with eager versus lazy
connections on an eight-core-per-node cluster using TCP.

4.4. Scalable Algorithms for Collective Communication

MPI implementations already use sophisticated algorithms for collective communication. Different
algorithms are used depending on the message size: for short messages, they use an algorithm that
minimizes latency; for long messages, they use algorithms that minimize bandwidth consumption. For
example, broadcast is often implemented by using a binomial tree for short messages and a
scatter-allgather for long messages [6, 30]. The scatter-allgather may become inefficient at large scale
because the scatter may result in blocks that are too small. For example, for a 1 MiB broadcast on one
million processes, the scatter phase will result in blocks of size 1 byte. Such problems can be
countered by using hybrid algorithms that first do a logarithmic broadcast to a subset of nodes and
then a scatter/allgather on many subsets at the same time [33]. Algorithms with similar properties for
reduction operations are given in [26].

Global collective acceleration supported by many networks such as Quadrics, InfiniBand, and Blue
Gene may be another solution for collectives on MP1_COMM_WORLD. On the Blue Gene/P, for
example, the MPI_Broadcast, MPI_Reduce, MPI_Allreduce, MPIl_Scatter,
MP1_Scatterv, and MP1_ Allgather collectives take advantage of the combine and broadcast
features of the tree network [2].

4.5. Enabling Hybrid Programming

Exascale machines are expected to have many more cores per node than today, but the memory per
core is likely to remain the same. Applications, however, want to access more and more memory from
each process. A solution to this problem is to use a combination of shared-memory and
message-passing programming models (MPI+X): MPI for moving data between address spaces and
some shared-memory model (X) for accessing data within an address space that spans multiple cores
or even multiple nodes. Options for X include the following.

e OpenMP. This option has been well studied [15, 17, 25, 27]. One limitation is that the shared
memory is usually restricted to the address space of a single physical node.

e PGAS languages such as UPC [8] or CoArray Fortran [24]. This option is not as well
understood, although there has been some recent preliminary work with UPC [7]. The
advantage of this approach is that the shared address space can span the memories of multiple
nodes.

e CUDA/OpenCL. This option is needed for GPU-accelerated systems.

What makes hybrid programming possible is the carefully defined thread-safety semantics of MPI

[10]. This specification does not require a particular threads implementation or library, such as
Pthreads or OpenMP. Rather, it defines a mechanism by which the user can request the desired level of
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thread safety and the implementation can indicate the level of thread safety that it provides. This
mechanism allows the implementation to avoid incurring the cost of providing a higher level of thread
safety than the user needs.

The MPI Forum is exploring further enhancements to MPI to support efficient hybrid programming
[21]. An interesting proposal being discussed is to extend MPI to support multiple communication
endpoints per process [28]. The basic idea is as follows. In MPI today, each process has one
communication endpoint (rank in MP1_COMM_WORLD). Multiple threads communicate through that
one endpoint, requiring the implementation to do use locks, which turn out to be expensive [29]. This
proposal allows a process to define multiple endpoints. Threads within a process attach to different
endpoints and communicate through those endpoints as if they are separate ranks. The MPI
implementation can avoid using locks if each thread communicates on a separate endpoint.

4.6. Fewer Performance Surprises
Sometimes we hear the following from users:
e “Ireplaced MP1_Allreduce by MPI_Reduce + MPI1_Bcast and got better results.”
e “T replaced MPI_Send(n) by MPI_Send(n/k) + MPI_Send(n/k) + ... +
MP1_Send(n/k) and got better results.”
o T replaced MPI1_Bcast(n) by my own algorithm for broadcast using MP1_Send(n) and
MPI_ Recv(n) and got better results.”

None of these situations should happen. If there is an obvious way intended by the MPI standard of
improving communication time, a sound MPI implementation should do so, and not the user! We refer
to these as performance surprises.

Although MPI is portable, there is considerable performance variability among MPI
implementations— lots of performance surprises. In [35], we defined a set of common-sense,
self-consistent performance guidelines for MPI implementations, for instance, the following:

e Subdividing messages into multiple messages should not reduce the communication time. For

example, an MP1_Send of 1500 bytes should not be slower than two calls to MP1_Send for
750 bytes each.

e Replacing an MPI function with a similar function that provides additional semantic guarantees
should not reduce the communication time. For example, MP1_Send should not be slower than
MP1_ Ssend.

e Replacing a specific MPI operation by a more general operation by which the same
functionality can be expressed should not reduce communication time. For example,
MPI1_Scatter should not be slower than MP1_Bcast (Figure 7).

Nonetheless, we found instances where such simple requirements are violated. For example, on the
IBM BG/P, scatter is about four times slower than broadcast, as Figure 8 shows. The reason is because
broadcast is implemented by using the hardware support provided by the interconnection network,
whereas scatter is implemented in software. However, it should be possible to implement scatter by
doing a broadcast and discarding the unnecessary data and achieve four times better performance. It
would, of course, need extra memory allocation in the implementation.
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Figure 7. Scatter should be faster, or at least no slower, than a
broadcast because it does less work.

Figure 8. Performance of MPI Scatter versus MPI Bcast on
IBM BG/P.

A similar performance surprise is encountered in most MPI implementations because of the switch
from eager to rendezvous protocol at a particular message size. Short messages are sent eagerly to the
destination assuming that there is enough memory available to store them. At some message size, the
implementation switches to a rendezvous protocol, where it waits for an acknowledgment from the
destination that the matching receive has been posted and hence memory is available to store in the
incoming message. This often leads to a performance graph similar to the one in Figure 9, where there
is a sharp jump in communication time when the rendezvous threshold is crossed. In this example, a
user could get better performance for a 1500-byte message by sending it as two 750-byte messages
instead.
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Figure 9. Latency on IBM BG/L. The large jump at 1024 bytes
is due to change of protocol.

If care is not taken, such performance surprises will be even more common at exascale because of
the large numbers of processes and unexpected interactions among communication patterns at large
scale. Tools need to be written to check for these requirements, which would help implementers
identify and fix problems.

5. Conclusions

Exascale systems are expected to be available in less than a decade. Although MPI runs successfully
on today’s petascale systems, for it to run efficiently on exascale systems with millions of cores, some
issues need to be fixed both in the MPI specification and in MPI implementations. These issues are
related primarily to memory consumption, performance, and fault tolerance. At small scale, memory
consumption is often overlooked, but it becomes critical at large scale particularly because the amount
of memory available per core is not expected to increase. The MPI Forum, which is currently meeting
regularly to define the next version of MPI (MPI-3), is addressing several of the issues that must be
fixed in the MPI specification. Correspondingly, MPI implementations are also addressing the issues
that they must fix in order to scale to exascale. As a result of these efforts, we believe MPI will run
successfully on exascale systems when they are available. Further details on issues related to scaling
MPI to millions of cores can be found in [1].
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Abstract. The FACETS project aims to provide computational tools for whole device
simulation of tokamak transport for use in fusion applications. The framework provides
flexibility by allowing users to choose the best model for a given physics target. Our goals are
to develop accurate transport solvers using neoclassical and turbulent fluxes with varying
degree of fidelity and computational complexity, including embedded gyrokinetic models.
Accurate sources using both ICRH wave absorption and neutral beam injection, using parallel
source components, are included. Modeling of the plasma edge using a fluid based component,
UEDGE, is performed and coupled to the core solver. The core region is simulated using a
newly developed parallel, nested iteration based nonlinear solver while the UEDGE uses
nonlinear solves from the PETSc/SNES solver package. As a first application we present
coupled core—edge simulations of pedestal buildup in the DIIID tokamak.

1. Introduction

Fusion promises to be an efficient source of clean energy. The world-wide fusion community is
embarking on an ambitious next step: the ITER project (http://www.iter.org/). ITER is a joint
international research and development project that aims to demonstrate the scientific and technical
feasibility of fusion power. With over 16 billion Euros investment planned in ITER from the EU, the
US, Russia, Japan, China, and India, ITER is an important next step for the worldwide fusion program,
and an important part of the U.S. Department of Energy mission. For this reason, ITER was listed as
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the highest priority in the twenty-year outlook of DOE facilities [1]. The success of ITER requires that
the facility is optimally used, which not only means achieving the best operating conditions, but also
achieving a thorough understanding of the experimental results.

To obtain maximal returns on this investment it is critical to have computational tools to help
optimize the design and provide theoretical insights into experimental results. Several such
computational efforts are currently underway, some devoted to studying detail physical processes in
the plasma and others devoted to performing whole device simulations using coupled reduced physics
models. The FACETS (Framework Application for Core-Edge Transport Simulations) project [2] has
the goal of providing whole-tokamak modeling through coupling separate components for each of the
core region, edge region, and wall, with realistic sources. This is a complex problem, as each
component is parallel in its own right, and each can be made parallel in a distinct manner.

Given the large disparity in space and time scales in a tokamak, progress can be achieved only by
separating physics into different parts, such that for each part, valid, reduced approximations exist. For
example, in the core of the plasma, the rapid transport along field lines assures that the plasma
parameters such as density and temperature are, over long time scales, constant on toroidally nested
flux surfaces. This reduces the transport equation to one dimension for evolution on the discharge time
scale. However, the cross-field transport coefficient are difficult to determine accurately and
sophisticated models, with varying predictive capability, have been developed. The current state-of-art
in core-transport modelling uses gyrokinetic turbulence calculation to account for the dominant
anomalous transport processes. Although this “embedded” gyrokinetic approach is computationally
expensive it is feasible with current generation of Leadership Class Facilities (LCFs). In the plasma
edge, though, simulations must be global and two-dimensional. The separation of scales in the edge is
not as clean as in the core region and for this reason global edge turbulence models need to be
developed to achieve true predictive capability. The development of such edge turbulence models,
even using fluid approximations, is still an active research area.

The complexity of whole-device simulations of tokamaks translates to requiring a software
component approach, as FACETS is taking. FACETS is bringing together successively more accurate
and, hence, computationally demanding components to model the complete plasma device. It is being
developed to run on LCFs to be able to use the most computationally demanding components, while at
the same time it is usable on laptops for less demanding models. FACETS is constructing a C++
framework for incorporating the best software packages and physics components. A description of the
FACETS framework is given in [3] in which the component approach and description of key concepts
in the framework is given.

In this paper we present results from coupled core-edge simulations of pedestal buildup in the
DIII-D tokamak for a selected shot. The rest of the paper is organized as follows. We first describe the
core and edge equations used in the analysis and also describe the coupling scheme to advance the
coupled system self-consistently in time. Then we describe the shot (DIII-D shot 118897) and initial
conditions and edge interpretive analysis used in the calculations. Results are then presented and
discussed. We then make some concluding remarks and indicate further work on modelling the
core-edge physics more accurately.

2. Core and Edge M odels and Coupling Scheme

High-performance tokamak plasma discharges (so-called “H-mode” plasmas) are characterized by
steep gradients of temperature and density near the plasma separatrix where open field lines separate
from closed field lines. This region is referred to as the “H-mode pedestal.” Experiments and core
transport simulations indicate that core profiles are relatively insensitive to the overall values of
density and temperature, but that the shape is set by stiff transport due to kinetic turbulence. Thus, the
overall fusion gain depends sensitively on the parameters at the top of the pedestal temperature and
density [4]. The pedestal height serves as a boundary condition to the core plasma region. The physics
determining the formation of the pedestal (the so-called L-H transition) is not fully understood, and is
the subject of active investigations [5]. As a first test of the FACETS code we have undertaken the
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simulation of the the pedestal buildup in a particular shot of the DIII-D tokamak. However, due to
poor understanding of the edge physics and lack of availability of predictive models for the edge
transport we have used an interpretive analysis to determine the edge cross-field transport coefficients.
These are held constant throughout the simulation. Although not fully self-consistent, this serves to
test the infrastructure and also gives insight into the time-scales over which edge transport coefficients
evolve.

Well inside the separatrix the plasma is hot which leads to large disparities in the transport parallel
and perpendicular to the field lines. This in turn implies that, on transport time-scales, the plasma
equilibriates in the poloidal direction and the physics can now be described as a set of one dimensional
equations for the perpendicular transport of density and energy

N re—— _
§+F% V'E}) = Sy (1)
39 1 8

kil Rl 7L )3

where N(p, t) is the plasma number density, Ty(p, t) are electron (S= €) and ion (S= i) temperatures, f‘;f
is the contravariant particle flux, Fs'f" are the contravariant thermal fluxes and §, (p, t) and S (p, t) are
the particle and thermal sources. The independent variable is the dimensionless normalized toroidal
flux p and the radial geometry is encapsulated in V' = dV/dp, where V(p) is the volume enclosed
inside the flux surface p.

The fluxes are computed using a combination of anomalous and neoclassical terms Fg g + Fcy +
Fers, where Fg g is the anomalous flux computed using the GLF23 [6] model, Fcy is the neoclassical
flux computed using the Chang-Hinton [7] model and Fgrg is anomalous electron transport due to
Horton-ETG model [8]. The system of core transport equations Eq. (1) and Eq. (2) are highly
non-linear and stiff due to the strong dependence of the fluxes on the gradients of the density and
temperatures. A nested-iterations based implicit solver is implemented in FACETS to evolve this set
of equations [9].

As we approach the separatrix the plasma cools and the field lines are no longer nested. This leads
to two-dimensional effects and the plasma transport both along and perpendicular to the field lines now
needs to be evolved. FACETS incorporates the fluid edge code UEDGE [10,11] to solve the edge
plasma equations. UEDGE includes full single-or double-null X-point geometry with a simulation
domain including the region spanning well inside the separatrix and extending to the outer wall and
the divertor plate region. A reduced set of the Braginskii transport equations is solved. Usually the
cross diffusion terms are turned off and the Alfven waves are suppressed by not evolving the induction
equation for the magnetic field. Additional assumptions are used to express the equations in a form
more amenable to disabling various physics terms to allow faster solution times, or to allow better
physics understanding. The specific form of the equations are found in Ref. [11].

The coupling between the core and the edge regions is performed using an explicit scheme. There
are several challenges in setting up an self-consistent problem across the one-dimensional predictive
core region with the two-dimensional interpretive edge region. First, the initial conditions need be to
C' continuous across the core-edge (CE) interface. Second, the transport coefficients at the CE
interface need to match. This is particularly difficult as completely different models are used to
compute the fluxes in the core and edge solvers. An ad-hoc scheme is presently implemented in
FACETS to enforce this. The continuity in the initial conditions is ensure by using the same set of
experimental data to initialize both the core and the edge. However, this does not guarantee the
continuity of slopes at the CE interface as two components use different grids and discretization
schemes.

The coupled simulation is run as follows. The core and edge components are run concurrently for a
specified time-step dt. Typically, both component need to sub-cycle to evolve their solutions by this
time-step. The particle and energy fluxes are passed from the core to the edge, i.e., F'V'/A=F /<]
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Vp | > is sent to the edge, where A is the area of the flux surface at the CE interface and the angular
brackets indicate flux surface averaging. The flux-surface averaged temperature and number density
are passed from the edge to the core. These steps are repeated and the simulation evolved in time.

The explicit coupling scheme described above is stable as long as sufficiently small time-steps are
taken. Numerical experiments show that a time-step on the order of several 100 us can be taken
without the coupled solution going unstable. A fully implicit coupling scheme, although not used in
this paper, is also implemented in FACETS and presently being tested for use in core-edge
simulations.

3. Problem Setup and Results

Coupled core-edge simulations using the methods described in the previous section are performed
to study the pedestal buildup in the DIII-D tokamak. For this we have chosen to simulate the time slice
from 1555 to 1590 ms of DIII-D shot 118897. From the experimental wave forms it is seen that the
neutral beams are turned on around 1490 ms and the plasma density increases from around 2.8 x 10"
m’to 3.9 x 10" m®.The beam power in the chosen interval averages to around 4.5 MW and eventually
drops down to 2.5 MW around 1600 ms. The discharge is ELM free till around 2355 ms.

Beam sources are held constant during the simulation and are taken from an interpretive ONETWO
simulation. See Figure 1 for beam source heating profiles for ions and electrons. The simulation is
initialized using experimental data averaged around 1555 ms into the discharge. See Figure 2 for
initial density and temperature profiles. The core component is run to p = 0.85 and the edge component
from there to the wall. Note that this puts the pedestal inside the edge component. The reason for
doing this is twofold: (a) the core transport models do not work very well for p > 0.85 and, (b) we
want to ensure that the edge is sufficiently inside the separatrix for the solutions to be relaxed along
the poloidal direction.

Figure 1. Power sources for electrons and ions (left) and plasma particle source (right). Total
beam power for ions is 1.78 MW, for electrons 2.21 MW and Ohmic heating is 0.93 MW and
radiation loss is 0.40 MW. Net particle injection rate is 2.12 x 10*' s™". Out of these, the
fraction of particles into the core is 4.99 x 10* s'. Rest (1.617 x 10*' s™') should be
accounted for in the edge.
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Figure 2. Initial density (left) and temperature (right) profiles for electrons (black) and ions
(red) for shot 118897 at 1555 ms. The blue dashed lines indicate the core-edge interface, the
green dashed line the separatrix and the cyan line the start of transition from predictive to
interpretive fluxes.

An initial set of calculations using experimental profiles and sources is performed to determine the
cross-field diffusivities for UEDGE. See Figure 3. The diffusivites drop down significantly in the
pedestal to create a transport barrier for the pedestal formation. As mentioned before this procedure is
not self-consistent as the core is predictive, but lacking predictive edge models this method must be
adopted. A fully interpretive edge model should predict a similar transport barrier. Once these
diffusivities were determined they were held constant through the 35 ms simulation time.

Figure 3. UEDGE diffusivities from interpretive calculations.
Red line D, black line ye, blue line yi.

The core and edge components were evolved using the explicit coupling scheme described above.
A time-step of 200 us was used to couple the components, although the components internally were
allowed to choose their own time-steps. Plasma density, electron and ion energy equations were
evolved. See Figure 4 for comparison between simulation results and experimental profiles averaged
around 1590 ms into the discharge. Our initial results show that the electron temperature is predicted
better that the ion temperature. As seen in the figure the ion pedestal temperature rises beyond that
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seen in the experiment, indicating a greater flow of ion thermal energy into the edge. This leads to a
corresponding loss in ion energy near the magnetic axis. This is behaviour is being investigated and it
is believed that a proper accounting for the w.g shear profile will lead to a damping to the ion thermal
flux near the CE interface and improve the ion temperature predictions. It is also seen that the density
buildup in the edge is under-predicted. The reason for this could be that the neutral particle source
fueling the edge is not sufficient to supply the net line-integrated density in the tokamak. An additional
gas-puff source would supply this particle source and this is being investigated at present.

Figure 4. Final experimental (red) and simulation results (black) for ion (left) and electron
(middle) temperatures at 35 ms. Final experimental density profile (red) and simulation results
(black) are shown in the right panel. The ion temperature is over-predicted at the pedestal
while the plasma density is under-predicted. Tuning the gas puff to supply an additional
particle fueling source could lead to a higher density buildup in the edge.

4. Conclusions

We have presented coupled core-edge simulations of pedestal buildup in a selected shot of the DIII-D
tokamak. Our initial simulations show that FACETS can evolve the plasma density in addition to the
electron and ion energy equations self-consistently using coupled core-edge simulations. Our initial
calculations have shown a sensitivity of the pedestal buildup on the core-edge power balance and also
to the presence of a gas-puff as a fueling source in the edge. These calculations show the ability of the
framework to perform concurrent coupled simulations with multiple components and serve as a test
for the explicit coupling algorithms. We expect improvements in the predicted ion temperature and
plasma density with a better accounting of the shear flow profiles and a proper tuning of the gas-puff.
We believe that our agreement with experiments is reasonable given the uncertainties in the core
density model (GLF23) and the lack of a predictive edge model.

Our current work in FACETS is to increase the physics fidelity of the simulations. We have
incorporated the NUBEAM neutral beams package that allows the self-consistent computation of the
beam deposition into the core. However, before NUBEAM can be used on a production level it will
have to be extended to deposit power into the edge. We have incorporated the TGLF[12] anomalous
transport model to better predict the core transport coefficients. We have implemented a
Newton-method based implicit coupling algorithm that we expect will allow us to take 10 ms
time-steps, thus increasing the discharge time that can be simulated. We have completed the
implementation of a sophisticated wall model that will be incorporated into the simulations. FACETS
is now being used to simulate other DIII-D discharges to better quantify the core-edge physics.
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Abstract. First-principle studies of edge pedestal microinstabilities are performed with a
coupled global gyrokinetic GEM-XGCO simulation. The code coupling is implemented under
the End-to-End Framework for Fusion Integrated Simulation (EFFIS).The equilibrium density,
temperature and radial electric feld (E;) profles are calculated by the XGCO code and the
anomalous transport coefficients are calculated by the GEM code. The turbulence from
simulation results peaks at the position of strongest pressure gradient and hence the minimum
E;. The dominant linear instability is driven by the strong density gradient. As a result, the
H-mode pedestal is linearly more unstable than L-mode. However, the nonlinear steady-state
fux level of H-mode is indeed lower than L-mode. The linear instability requires kinetic
electrons but is not due to trapped electrons, and it is nearly insensitive to ion and electron
temperature gradients. Hence, the dominant instability is likely to be electron drift wave. It is
also found in the pedestal that E; nearly balances the diamagnetic pressure term in the radial
force balance equation.

1. Introduction
To achieve high fusion power in a tokamak plasma such as the International Thermonuclear
Experimental Reactor (ITER) [1], an H-mode (high-confnement mode) edge pedestal plasma is
crucial. The physical mechanism of the transition from an L-(low conf nement-) mode to H-mode, as
well as the transport and turbulent properties of both modes are still not well understood. It is
desirable, therefore, to have frst-principle simulations that self-consistently evolve these physical
processes. However, such simulations are difficult because multiple spatial and time scales are
involved. The current state of the art is for different simulation codes to model specif ¢ physical scales.
The focus of the Center for Plasma Edge Simulation (CPES), a SciDAC (Scientif ¢ Discovery through
Advanced Computing) project, is to study the edge plasma with the interplay of physics from different
scales, including neoclassical transport, microturbulence, and magnetohydrodynamic (MHD)
instabilities. One approach is to couple several codes together for long time simulation of edge
pedestal evolution. For example, four codes, including XGCO0, M3D-IMP, ELITE, and M3D-MPP are
coupled to study the MHD instability known as edge localized modes (ELMs) [2,3].

Here we present results of simulations of the edge pedestal plasma with code coupling of GEM and
XGCO0. GEM [4] is a gyrokinetic Jf particle code that is suitable for the short turbulence scale but
lacks the capability to self-consistently evolve the plasma profles and equilibrium radial electric feld
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(Ep). XGCO [5], on the other hand, is a full-f particle code suitable for the longer transport time scale
provided that the transport coefficients are given. With the two codes coupled together, GEM can
calculates the electromagnetic turbulent transport coefficients, and XGCO can evolve the equilibrium
profles.

The long term goal is to use this scheme to study the full process of the L-H transition. Currently,
with the coupled simulation we have studied properties of L-mode and H-mode pedestal turbulence.
We fnd that the main instability is driven by the density gradient, a phenomenon very different from
the ion-temperature gradient (ITG) driven turbulence usually observed at core plasmas. The H-mode
plasma is linearly more unstable than L-mode, and it is a nonlinear effect that the H-mode has lower
transport levels. Furthermore, the shape of E;, which is believed to be a main stabilizing effect, is
found to balance the equilibrium pressure profle.

2. GEM-XGCO0 Code Coupling

The code coupling scheme is implemented under the EFFIS (End-to-End Framework for Fusion
Integrated Simulation) framework [6,7,8], specif cally developed by computer scientists to facilitate
the integrated plasma edge study as part of CPES. The EFFIS framework consists of three
components. One is the ADIOS (ADaptable I/0O System), which is a binary data format and it provides
portable, fast, scalable and easy-to-use metadata rich output with a simple API. Another main part of
EFFIS is the Kepler workf ow system that can orchestrate the coupling of several parallel codes
running on different platforms simultaneously. Finally, the relevant physical quantities from each code
at any time throughout the simulation can be selected and displayed via the Dashboard, a monitoring
tool implemented using AJAX and fash. A scientist can directly view the data simply by using a
standard web browser.

The work fow scheme of the
GEM-XGCO code coupling is shown in
Figure 1. The workf ow program runs on the
Infniband cluster ewok, the XGCO code is
run on the Cray XT4 supercomputer jaguar,
and the GEM code is run on another Cray
XT4 supercomputer franklin. Initially, the
workf ow starts the XGCO code, which starts
the simulation with a set of DII-D [9]
experimental profles and typical anomalous
transport parameters, and the simulation
should stop before the profles change too
much (e.g., less than 1%). The new prof les
calculated by XGCO, including electron and
ion density, temperatures and E,, are
transfered to the GEM code via the
workfow. In order to reduce numerical
noise, the density and temperature prof les are ftted into some modif ed hyperbolic tangent functions
defned by f ve parameters each, similar to Ref. [10]. The GEM code then runs with these prof les until
a steady state is reached, and the particle and heat transport coefficients are transferred back to XGCO0
for a new cycle. Throughout the process the simulation results of both codes can be viewed in real
time from the Dashboard, as shown in Figure 2.

One limitation to the coupling scheme is that XGCO0’s magnetic geometry includes the separatrix
and the X-point, while the GEM simulation region is inside the separatrix. It is then necessary for
GEM to smooth the profles from XGCO at the radial boundaries [11]. The smoothing causes the
transport coefficients calculated by GEM to be artif cially small near the boundary. One way to
overcome this limitation is only pass the transport coefficients at center of the simulation box back to
XGCO, as uniform parameters. This may be reasonable when the simulation region is small. The other

Figure 1. The GEM-XGCO coupling workf ow.
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approach is to extend the profles in GEM
outside of the separatrix. Both methods are
implemented and tested, nevertheless in
the work reported here only the frst
approach is used.

3. Physical Results
In this section we report preliminary
results from the coupled simulation,
specif cally the GEM simulation of the
profles provided by XGCO0. In studying
these profles we begin to obtain basic
properties of L and H-mode edge plasmas.
The temperature, density and radial
electric feld profles from XGCO are
shown in Figure 3. In generating these
profles, XGCO has used preset anomalous
diffusion coefficients. For the L-mode, the ion particle transport coefficient D; = 0.5 n7/s, and the heat
diffusivity y; = 2.0 n?s. For the H-mode, much lower coefficients of D; = 0.05 n¥/sand y; = 0.1 n¥Sare
applied for the steep pedestal, and the same D; and y; as the L-mode are applied on the top. Compared
to L-mode, the width of the H-mode pedestal is smaller and the height is bigger. The characteristics of
these simulated prof les are consistent with experimental observations [10,12].

One important discovery from these profles is that the radialelectric feld and the equilibrium
diamagnetic pressure are balanced. Theoretically, the radial electric feld

1 0

E, = en{.a—_rR--:-(uxB).,.. (1)

Figure 2. A screen shot of the dashboard.

We compare the XGCO simulated E; with the pressure gradient term of Eq. (1) in Figure 4, and they
almost match. This means the fow contribution is nearly negligible. Since E; is usually difficult to
measure in experiments, this may enable researchers to calculate E, directly from the pressure prof le.
The peak of E; appears at the maximum of the pressure gradient, and because the shear of E x B fow
has a stabilizing effect (see, e.g., Ref. [11]), this implies that turbulent instability should also peak
there with a zero E; shear, and the phenomenon has been confrmed by the mode structures in GEM
simulations.

Figure 3. The prof les from XGCO. Figure 4. E, compared to VP.
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The nonlinear evolution of the ion particle and
heat fuxes in GEM simulation are shown in Figure 5.
During the initial linear growth stage, it appears that
the H-mode is more unstable than the L-mode. In fact,
the linear growth rate of the L-mode pedestal is y =7.2
x 10 @, where @ is the ion cyclone frequency,
while for H-mode y = 8.1x 10" Q.. It is only at the
nonlinear steady state that the H-mode case has lower
transport level. More investigation is needed to
understand the stabilizing mechanisms in H-mode. It
may be bigger E; or zonal fows that have a stronger
steering effect on fully developed turbulent eddies.

A detailed GEM simulation study of the linear
instability shows that the most unstable mode moves
in the opposite direction of ITG, meaning it is an
electron mode. Indeed, the dominant instability is
stabilized without kinetic electrons, and it seems to be caused by passing electrons since when the
growth rate increases slightly without trapped electrons. The instability is insensitive to ion
temperature gradient and is only weakly dependent on electron temperature gradient. In general, the
instability is mostly dependent on density gradient, with a bigger growth rate for bigger Vn, and this
explains why H-mode is linearly more unstable. These properties lead to the conclusion that the
dominant instability is electron drift wave.

It has been proposed recently [13] that the pedestal width is limited by the onset of kinetic
ballooning mode (KBM) near the maximum of pressure gradient at the edge. In a set of simulations
with fxed pedestal height but varying pedestal width, we fnd that the linear growth rate is frst
lowered then increased as the pedestal width get thinner and thinner, a phenomenon consistent with
KBM. The authors are working on further studies for the evidence of KBM at the pedestal.

Figure 5. The volume-averaged ion
particle and heat f uxes.
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Abstract. This paper focuses on using state-of-art gyrokinetic simulations which exploit high
performance computational resources to understand toroidal momentum transport and flow
generation, which are complex transport phenomena of great importance in magnetic
confinement fusion. Critical issues addressed are closely coupled to experimental and
theoretical studies with emphasis on electron transport dominated regimes. The key results of
our simulations include the identification of nonlinear flow generation by the residual stress (a
non-diffusive element of the momentum flux) produced by electrostatic turbulence of ion
temperature gradient (ITG) modes and trapped electron modes (TEM). This residual stress is
shown to drive intrinsic rotation as a type of wave driven flow phenomenon which operates via
wave-particle momentum exchange. The characteristic dependence of non-diffusive
momentum transport has been studied over a wide range of experimentally-relevant parameters
for the purpose of developing predictive capability for plasma rotation in ITER. Specifically,
the “intrinsic” torque associated with residual stress is shown to increase close to linearly with
the plasma pressure gradient and the inverse of the plasma current in various turbulence
regimes. These results are consistent with experimental trends observed in various toroidal
devices. Highlighted results also include robust radial pinches driven by CTEM turbulence,
which are shown to play remarkable roles in determining plasma transport. Particularly, the
“flow pinch” result from simulations amazingly reproduces the experimental phenomenon of
radially inward penetration of perturbed flows created by modulated beams in peripheral
regions, and thus is highly illuminating. Also discussed are experimental tests proposed to
validate simulation predictions.

1. Introduction

Momentum transport and plasma flow generation are complex transport phenomena of great
importance in magnetic confinement fusion. An optimized plasma flow is believed to play a critical
role in both controlling macroscopic plasma stability, and in reducing energy loss due to plasma
microturbulence. On the other hand, toroidal momentum transport is observed to be highly anomalous,
non-diffusive and non-local in nearly all machines. A striking phenomenon found in experiments is the
intrinsic or spontaneous rotation; namely, toroidal plasmas can self-organize and develop rotation
without an external torque [1]. In fact, the intrinsic rotation in fusion plasmas is an example of a
“negative viscosity phenomenon” in which an up-gradient component of the momentum flux organizes
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a structured mean flow. Negative viscosity phenomena are of broad interest in the context of
atmospheres, oceans, stellar interiors, and other rotating fluids. In current fusion experiments, a large
plasma rotation can be driven by neutral beam injection which also provides momentum input while
heating the plasma. In large size burning plasmas, however, the use of neutral beams for plasma
heating becomes very challenging. It is expected that intrinsic rotation will dominate in future burning
plasma experiments. Therefore, understanding the non-diffusive momentum transport mechanisms and
the intrinsic rotation phenomenon is a key to predicting plasma flow in ITER.

Recently, extensive experimental studies have been carried out on this topic. The parametric
dependence of the intrinsic rotation has been statistically characterized using a broad range of
experimental data bases obtained in multiple machines. Specifically, the increment of central intrinsic
rotation is shown to increase with the increment of plasma stored energy and to scale with the inverse
of the plasma current [2] (the so called Rice scaling). Similar empirical scaling is also observed in
other devices including JT-60U [3] and LHD [4], where the intrinsic rotation velocity is shown to
increase with the ion pressure gradient in core plasma with an internal transport barrier. There is no
doubt that these results are important for making a qualitative projection of plasma rotation in ITER. A
more fundamental, critical issue is to understand the underlying physical origins of the experimental
empirical scalings. This is the major focus of this study.

Out of various possibilities of physical dynamics which may play roles in determining toroidal
rotation, the strong coupling between toroidal momentum and energy transport generally observed in
fusion experiments [5] suggests that micro-turbulence is a key player. For turbulence driven toroidal
momentum flux, a generic structure can be expressed as follows:

al,
Iy *qua—j + VoUs + 1175

In addition to diffusion (first term), there are two nondiffusive components, momentum pinch (second
term) and residual stress (third term). The three components in the momentum flux are highly
distinctive not only formally but also physically. Besides their different physical origins under
turbulence circumstances, they have qualitatively distinct effects on the toroidal flow formation. The
diffusive transport is well known in the direction opposite to the rotation gradient, leading to the
relaxation of the rotation profile and the release of associated free energy. The momentum pinch term
is a convective flux which is directly proportional to the rotation velocity Uy with Vp as the pinch
velocity. Both momentum diffusion and pinch can move plasma mechanical momentum (i.e., toroidal
momentum carried by particles), and then rearrange the rotation profile, radially. A qualitative
distinction is that momentum pinch can transport momentum in either direction, up-gradient or
down-gradient.

The residual stress l‘[ﬁ’q,, which is defined as a specific part of the Reynolds stress with no direct

dependence on either the rotation velocity or its gradient, can be shown in the momentum transport
equation to be isomorphic in mathematical form to the integrated external momentum source which
acts as a torque to drive the rotation. Thus, the residual stress can act as an internal local torque to spin
up a plasma, offering an ideal mechanism to drive intrinsic rotation under appropriate boundary

conditions. For this reason, the quantity V-Hﬁ’(p is widely referred to as the intrinsic torque in

experimental and theoretical investigations. In a broad physical context, this is a type of wave-driven
flow phenomenon which operates via wave-particle momentum exchange [6]. Note that all three
components have been observed in tokamak experiments. Searching for nondiffusive elements and
understanding underlying mechanisms have been the focus of recent intensive theoretical and
experimental efforts.

In this paper, new results of non-diffusive toroidal momentum transport found from our global
gyrokinetic simulations are reported. We focus our study on understanding the nonlinear residual
stress generation and its effect on toroidal flow formation in electrostatic turbulence regimes of ion
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temperature gradient (ITG) modes and trapped electron modes (TEM). This study concerns a few
critical issues which are highly relevant to experimental observations and theoretical studies.

2. Gyrokinetic Simulation Models of Rotation Plasma and Treatment of Kinetic Electrons

In this work, turbulence-driven non-diffusive momentum transport is investigated using the global
Gyrokinetic Tokamak Simulation (GTS) code [7] with emphasis on the characteristic dependence of
turbulence driven intrinsic rotation on plasma parameters. The GTS code is based on a generalized
gyrokinetic simulation model using a of particle-in-cell approach, and incorporates the comprehensive
influence of non-circular cross section, realistic plasma profiles, plasma rotation, neoclassical
(equilibrium) electric field, Coulomb collisions, and other features. It can directly read plasma profiles
of temperature, density and toroidal angular velocity from the TRANSP experimental database, and a
numerical magnetohydrodynamic (MHD) equilibrium reconstructed by MHD codes using TRANSP
radial profiles of the total pressure and the parallel current (or safety factor), along with the plasma
boundary shape.

First, we give a brief description on our gyrokinetic simulation model for rotating plasmas in this
section. In a of simulation, the turbulence fluctuations are considered as perturbations on the top of the
neoclassical equilibrium. The gyrokinetic particle distribution function is expressed as f = f, + of. The
equilibrium distribution function f, of ions, with magnetic moment . and parallel velocity v, as

independent velocity variables, is determined by the neoclassical dynamics and obeys
afo dfo

. + (g + Vi, +v4) - Vo —br - V(uB + —<1>0)(%H = Cy(fo, fo)- 1)

Here, Ve, is the magnetic drift velocity corresponding to the equilibrium potential ®,. v is the VB drift
velocity, b"=b+p bx(b - Vb)with b=B/B, C;is the Coulomb collision operator, and e and m;

are the ion charge and mass, respectively. The lowest order solution of Eq. (1) is a shifted Maxwellian
consistent with (large) plasma rotation [8]:

o = fane =xly, 9)(2 %)3/2 o~ T - Uz)2+,uB] o

where the parallel flow velocity U; is associated with the toroidal rotation by U; = lw,/B with w, the
toroidal angular wvelocity and | the toroidal current, and ni(r, ¢) is the ion density,
mU; ed,

ni(r,8)=N(r)e 2T , Wwith poloidal variation associated with plasma rotation. The total
equilibrium potential consists of two parts, @, = (®g)+®Pq. Here, ( ) denotes a flux surface

average. The poloidally varying component @, can be generated by the centrifugal force which
drives charge separation on a magnetic surface in strongly rotating plasmas [9]. Generally the radial
potential (d>o> is dominant. The equilibrium radial electric field can be calculated from a
first-principles based particle simulation of neoclassical dynamics with important finite orbit
effects [8], or obtained by direct experimental measurement if available. Instead of using a true

neoclassical equilibrium distribution function, which is unknown analytically, we use this lowest order
solution for equilibrium toroidal plasmas in the present simulations. A shifted Maxwellian with either

model or experimental profiles of (n(r,&)},Ti(r) and @, (r) is prescribed for the ions. In the

electrostatic limit, the ion gyrokinetic equation for the turbulence perturbed distribution of; of ion
guiding centers is
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Here, vg is the E x B velocity corresponding to the fluctuation potential ®(R) at the ion guiding

center coordinates R, and Ci' is the linearized Coulomb collision operator. On the right hand side, the

third term proportional to VU; is the Kelvin-Helmholtz-type drive term. The other terms containing U;
are also retained, which can be important when the Mach number of plasma flow is high.

The GTS code solves the gyrokinetic Poisson equation in configuration space for the turbulence
potential ®(x) at the particle coordinates x. Unlike in flux-tube or wedge codes, the real space, global
Poisson solver, in principle, retains all toroidal modes from (m/n =0/0) all the way to a limit which is
set by grid resolution, and therefore retains full-channel nonlinear energy couplings. There are two
largely different Poisson solvers implemented in the GTS simulation. In a simple geometry limit, i.e.,
large aspect ratio and circular cross section, turbulence fluctuations 6® on small spatial and fast time

scales and axisymmetric zonal flow (d)) on larger (meso-scale) spatial and slow time scales can be
decoupled using i) a Pade approximation, i.e., [o(b) = lo(b)e™ = 1/(1 + b) with I, the modified Bessel
function and b = (k.p;)?, and ii) <<i>>z<$> i.e., operations between the flux surface average (@)
and the gyrokinetic double average @ can commute. This results in two decoupled equations [7]:

ey 671’ - 671’ 6 e 5 e
— (30 - 53) == L “)

i Tio Tto
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where 6m;(x) and Sng(x)are the ion and electron density fluctuations, respectively, 1y =dV/dr,

rr_—

with ) the volume enclosed by magnetic surface r, and g = Vr - Vr. Because turbulence dynamics on

different spatio-temporal scales are separated in solving the Poisson equation, the advantages are
apparent. However, the above approximations, particular the second one, are not well justified in
general toroidal geometry. This has motivated us to develop a generalized Poisson solver which solves

an integral equation for the total potential ® = 6@ +(®),

~(e-d) e ©

Tt Tt

While the adiabatic electron model has been widely used for simplicity in many earlier numerical
and theoretical studies of ITG driven turbulence, non-adiabatic electron physics is in general
irreducible in turbulence dynamics of toroidal systems. For ITG and TEM turbulence with kip. <« 1,
we use a drift kinetic description for electrons, neglecting the finite gyroradius effect. However, for
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electron gyroradius scale turbulence, such as electron temperature gradient driven turbulence,
electrons are treated as fully gyrokinetic. Similarly as for ions, the 6f method can be used to solve for
the total perturbed electron guiding center distribution function, of. = f, — fe, corresponding to
turbulence fluctuations. The equilibrium distribution f, satisfies the electron version of Eq. (1) and can
be approximated by a shifted Maxwellian containing a parallel flow similar to that for the ions.
Apparently, of, contains both adiabatic and non-adiabatic electron response. Another simulation model
to treat kinetic electrons is to separate the non-adiabatic electron response oh. using f, = fe +
(eodIT,) oo + Ohe, and to solve for the non-adiabatic part oh, according to Eq. (16) of Ref. 7. In this
case, Eq. (4) becomes

T\ e6d 6 dmy— (0 Snl — (6nh)
14 i e o= ~ : ™
Ted B T; Tty L
and Eq. (6) becomes
T\ e® ed e(® om;  ond
b l e~ =~ ot ®)
Te j—; ,I'z Te o L]
where 6n£‘ = jd3v§he is the non-adiabatic electron density fluctuation.
00D

The left-hand side of the Jh, equation (Eg. (16) of Ref. 7) contains a time derivative term, e

which can easily give rise to numerical instability if it is calculated using direct finite differences. To
avoid the numerical problem, a split-weight scheme [10] was proposed, which uses a separate equation
. D D . o L . . .
for calculating aa_t The aa_t equation, which is not a new equation, is obtained by taking the time
derivative of the gyrokinetic Poisson equation and using the ion and electron continuity equations. In a

. . . 0D . .
toroidal system, the equation for calculating = is obtained as follows:

- (3_‘1’_8_‘1’> i(v-re—v-n)+CBXW@-(QVB—iV@c)), ©)

T.\at o6t ng B2 E I

where wide-tilde denotes the gyrokinetic double average over aait) electron particle flux

I.= Idsv(v||b+vE0 +Vg +Vgq)oh, and ion particle flux Iy = (1/2r) jdsvdeG
(b +Vg +VE +Vq)ofid(R-x+p), with p the gyroradius vector and © the gyrophase. Then
90 is calculated directly using @zai)— 9@ :

ot ot ot ot

It is noticed that many previous simulations include only trapped electrons for the non-adiabatic
electron response. Numerically, the fast parallel streaming of passing electrons gives rise to a strict
constraint on the time step size, which adds to the computational challenge. While the trapped
electrons are the primary origin of non-adiabatic response, some passing electrons can be
non-adiabatic too. In fact, dynamical division between trapped and passing electrons is, though not
impossible, highly non-trivial during simulations because of the dependence of the trapping-passing
boundary on the electric potential which evolves in time, and of the collisional trapping-detrapping
process. Nevertheless, thanks to the availability of supercomputing capabilities, we retain full electron
dynamics by including both trapped and untrapped electrons in the simulations.
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The GTS simulation has been benchmarked against other gyrokinetic codes in the electrostatic
regime and the large aspect ratio circular concentric geometry limit [7, 11]. Further verification studies
have been carried beyond linear benchmarks. We here present a few examples.

Unlike ITG turbulence with adiabatic electrons, non-adiabatic electron dynamics can drive particle
transport for turbulence such as TEM. It is well known that turbulence driven particle transport across
the magnetic field lines is ambipolar, i.e., flux-surface-averaged radial particle fluxes for electrons and
ions are equal, so as to maintain the overall quasineutrality in a toroidal system. The ambipolarity
property of TEM driven cross-field particle transport is tested in the GTS simulation. The time history
of particle fluxes (at r/a = 0.54) is plotted in Fig. 1, showing that electron and ion fluxes very closely
track with each other all the time during the simulation. Moreover, the ambipolarity of turbulence
driven particle transport is obtained locally over the entire radial domain (0.1 <r < 0.9) of the global
simulation, as is seen in the right panel of Fig. 1 which plots the steady state particle fluxes versus
minor radius. This guarantees that quasineutrality is satisfied radially locally.

Global gyrokinetic turbulence is characterized by distinguishable dynamical phases in both
coordinate space and wavenumber space [12]. Ideally, the dynamics of gyrokinetic turbulence should
be robust to numerical techniques. A convergence study for CTEM turbulence is presented in Fig. 2.
Two simulations using 50 and 100 particles/cell species, respectively, are shown to produce well
converged results for electron particle transport that displays no noticeable difference in statistical
sense (left panel). In other words, the difference in the simulated fluxes between the two cases using 50
and 100 particles/cell-species is within the same range of statistical error of different simulation runs
with the same number of particles but with different initial conditions. At the mean time, the time

evolution of corresponding average electron weight square, <W2>, of the two simulations is shown to

be almost identical (right panel). This result indicates that the observed weight growing does not
depend on whether 50 or 100 particles/cell-species are used in these simulations, and is driven by
physics, corresponding to the increase of amplitude of Jf associated with plasma profile evolution
induced by turbulence-driven fluxes during transport time scale. Furthermore, while the particle
weight is physically growing during the simulations, there is no observable correlation between the
weight evolution and the dynamics of electron particle flux, as is shown in Fig. 2. The particle weight

remains at a low level (<w2>< 0.09) at the end of the simulations, which does not impact the results of

simulated transport. These convergence studies clearly indicate that the noise-induced transport in our
simulations is negligible with respect to turbulence driven transport.

Figure 1. Time history of ion and electron particle fluxes (left), and steady state ion
and electron particle fluxes versus minor radius r (right). Time unit is L,/c..
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Figure 2. Time history of electron particle fluxes (left), and average weight squares
of electrons (right) from two simulations using different number of simulation
particle. Time unit is Ly/c.. The major parameters used are: Ro/Lt, = Ro/L, = 6.5,
Ro/L+, =2.4. A shaped DIII-D type MHD equilibrium is used.

3. Nonlinear Flow Generation by Gyrokinetic Turbulence

To search for nondiffusive elements of toroidal momentum transport and understand underlying
mechanisms, global gyrokinetic simulations using the GTS code have been carried out systematically
over a wide range of experimentally relevant parameters. Our simulation studies have revealed an
important nonlinear flow generation process due to the residual stress produced by electrostatic ITG
and TEM turbulence [11, 13]. Particularly, in collisionless TEM (CTEM) turbulence, both turbulence
fluctuation intensity and the intensity gradient are identified as nonlinear mechanisms for driving
residual stress. Another key ingredient for turbulence driven residual stress is symmetry breaking in
the parallel wave number spectrum. Such a well know mechanism is the mean E x B flow shear
[14, 15]. For most drift wave instabilities, both signs of k; are equally excited in the ideal case,

resulting in a reflection symmetry in the k; spectrum. Perfect local k;, symmetry means perfectly

balanced population density between co-and counter-propagating acoustic waves along the torus, and
thus a vanishing net local momentum torque. Therefore, a critical, generic piece of physics behind the
residual stress spinning up the plasma is the breaking of the k; — —k; symmetry. Concerning the

origin of the symmetry breaking, turbulence self-generated low frequency zonal flow shear has been
identified to be a key, universal mechanism in various turbulence regimes. Simulations also indicate
the existence of other mechanisms beyond E x B shear.

Figure 3 illustrates how the residual stress is nonlinearly driven by turbulence intensity, acting with
turbulence-generated zonal flow induced k; symmetry breaking. These results are obtained from a

simulation of CTEM turbulence, using typical parameters of DIII-D plasmas. The major parameters
used here are: Ro/Ly, = Ro/L, = 6.0, Ro/Ly, = 2.4, T = 4.8 Kev and T; = 3.5 Kev at r/a = 0.5, and an

initial rotation w, = 0. First, the CTEM-driven toroidal flux exhibits coherent spatio-temporal bursting
behavior with momentum flux pulses propagating both inward and outward in the radial direction, as
shown in the upper-left panel of Fig. 3. Because of the zero initial toroidal rotation used, the
momentum flux is, by definition, essentially residual stress. Interestingly, the residual stress at steady
state changes direction from outward in the inner core region to inward in the outer core region.

Plotted in the lower-left panel is Zk”&Dann,where 0@y is @ mode amplitude, with m and n the

poloidal and toroidal mode numbers, respectively. This quantity can be used to measure the
component of the residual stress driven by the turbulence intensity in the presence of non-vanishing

<k”>. One can see that Zk”5d>,2nn indeed reproduces a similar spatio-temporal behavior to the
directly calculated momentum flux, particularly in the inner core region (r/a < 0.55). In the
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Figure 3. Spatio-temporal evolution of radial flux of toroidal momentum
(upper-left), <k”>25d)ﬁm (lower-left), spectrum-averaged <k”> (upper-right),
zonal flow shearing rate (lower right).

outer core region (r/a > 0.55), the turbulence intensity gradient is identified to play significant role in
driving residual stress [11]. Further, in the upper-right panel, the spectrum-averaged k;, defined as

n/\n)(ng — m)dd2
1) = o EOLELEE T

shows an apparent spatio-temporal correlation with FES, indicating the importance of nonvanishing

<k”>. The whole picture for the residual stress generation is completed by finding out what causes K
symmetry breaking, giving rise to the non-zero <k”>. This is in the lower-right panel which plots the
shearing rate of turbulence self-generated zonal flows according to the following expression
R*BZ & ( EZF)

B 60, RE,"

P

ZF __
Wp =

where B and B, are the total and poloidal magnetic field strengths, and ¥, is the poloidal magnetic
flux. A clear correlation between the zonal flow shearing rate a)é': and <k”> indicates that the

breaking of k; symmetry and the yielding of nonvanishing <k||> are caused by the zonal flow shear.

Since zonal flows are turbulence self-generated, this process represents a universal, nonlinear
mechanism for residual stress generation.
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4. Characteristics of Turbulence-Nonlinearly-Driven Plasma Flow and Origin of Empirical

Scalings of Intrinsic Rotation
The turbulence-nonlinearly-driven residual stress, acting as an intrinsic torque, is shown to spin up
toroidal rotation effectively. In our previous study, ITG turbulence driven “intrinsic” torque is shown
to increase close to linearly with plasma pressure gradient [11], in qualitative agreement with
experimental observations in various devices. For typical plasma parameters of fusion experiments,
collisionless TEM turbulence can be a major source to drive multiple-channel transport, including
toroidal momentum transport. However, the momentum transport and flow generation phenomena
have not been well explored experimentally in the electron transport dominated regimes. Quantifying
the characteristic dependence of turbulence generated toroidal flow in the electron turbulence regimes
is particularly important for ITER experiments in which the electron channel is expected to dominate
plasma transport.

The characteristic dependence of intrinsic torque driven by CTEM turbulence is numerically
investigated. The GTS simulations are carried out over a wide range of experimentally relevant plasma
parameters, which cover various regimes with respect to different sources of free energy for driving
CTEM turbulence.

First, we examine the dependence of intrinsic rotation on electron pressure gradient. For this
parametric scan study, radial profiles of electron density/temperature/pressure gradient used in

6
simulations are specified according to the expression: RO/Ln T.p :—mxp[—(%} ] along

with a fixed density/temperature/pressure at the center p. = 0.5. This gives a fairly uniform CTEM
drive in a region centered at p. and near zero gradient elsewhere. The simulation scan is performed by
varying the x value. For all these simulations, plasmas are initially rotation-free and
momentum-source-free, which allows us to concentrate on the residual stress associated intrinsic
torque. An equilibrium E x B shear is also included via the radial force balance relation, which,
however, is seen to be a minor player with respect to CTEM self-generated zonal flows. The numerical
MHD equilibrium used in this study corresponds to a real DIII-D discharge. All simulations in this
paper use 100 particle/cell-species.
RS

Instead of calculating the local torque V-TI;7;, we examine the rate of toroidal momentum

generation, dP,/dt, associated with the residual stress, with P¢ zjdsr jdsvmi Rv¢5 fi|. Apparently,

the quantity dP,/dt is a measure of the volume-integrated (or spatially averaged) torque driven by
turbulence, which has better correspondence to the intrinsic torque inferred from experiments or
measured central intrinsic rotation. The simulation results of total intrinsic torque dP,/dt driven by
CTEM turbulence, versus the electron pressure gradient Vp,, are summarized in Fig. 4. The three
curves in Fig. 4 correspond to three cases of free energy for driving CTEM. The dominant free energy
sources are Vn (black), VT, (green) and a combination of both (red), respectively. For all three cases,
the intrinsic torque associated with nonlinearly generated residual stress is found to increase close to
linearly with the electron pressure gradient. In the other words, a larger central intrinsic rotation is
expected to be produced in a plasma with a higher electron pressure gradient. The dominant
underlying physics governing this scaling is rather straightforward, namely, both the turbulence
intensity and the zonal flow shear, which are two key ingredients for driving residual stress, are
increased with the strength of the CTEM drive Ro/L,,. Moreover, the observation of the black curve
being above the green and red curves indicates that the free energy in the density gradient is more
efficient in driving intrinsic rotation via CTEM turbulence. These results predicted from the
gyrokinetic simulations suggest a strong connection between intrinsic rotation and electron
parameters. It is highly interesting to test this prediction in experiments. As a good opportunity for
validation study, particularly, NSTX experiments can be used as a unique platform to test the

117



U.S. Department of Energy Scientific Discovery through Advanced Computing
SciDAC 2010

Figure 4. CTEM-driven total intrinsic torque
(spatially averaged) versus electron pressure
gradient Ro/L,.

predicted characteristic dependence of intrinsic rotation on electron parameters in electron transport
dominated regimes.

Now we turn to exploring the dependence of residual stress and intrinsic rotation on the plasma
current 1,. Again, this simulation study is carried out for CTEM turbulence. The primary purpose is to
attempt to shed light on the physics origin of the current scaling which was obtained in multiple
devices [2]. For this simulation study we adopt a similar methodology to that used in experiments for
various investigations of current scans. A set of simulation experiments is carried out by holding the
vacuum (external) magnetic field and plasma pressure profile fixed, while varying the plasma current.
Specifically, this is accomplished by generating a series of shaped, numerical equilibria with 1, = 0.75,
1.0, 1.5 and 2.0 MA, using an MHD code.

The major parameters used in this study are: Ro/Ly, = Ro/L, = 6, Ro/Ly; =24 and
100 particles/cell-species. Simulation results presented in the right panel of Fig. 5 show that the rate of
toroidal momentum generation by CTEM turbulence (i.e., total intrinsic torque) increases close to
linearly with the inverse of the plasma current. This result indeed reproduces the same trend as that of
the Rice scaling. With respect to the torque versus VT, Vn and Vp scaling in the ITG and CTEM
turbulence, however, the underlying physics governing the current scaling is less transparent.

Figure 5. CTEM-driven total intrinsic torque and volume-integrated turbulence intensity at steady
state versus plasma current 1, (left), and corresponding radial profiles of safety factor g (middle) and
magnetic shear dg/dr (right) of the four cases.

Both turbulence intensities and intensity gradients are shown to drive the residual stress. First, we
examine the turbulence intensity levels of four cases. As is also shown in the right panel of Fig. 5, the
volume-integrated turbulence intensities in the steady state are actually on the same level for the four
cases, roughly independent of the current. At the same time, the turbulence intensity gradient, which
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can also contribute to driving residual stress with an asymmetric fluctuation spectrum in k; due to

turbulence wave radiation induced wave momentum diffusion [16], also does not show significant
current dependence that can account for the torque vs |, scaling observed in our simulations. Hence,
this implies that the underlying physics for the current scaling has to do with the symmetry breaking
dynamics and the associated nonvanishing spectrally averaged k. As we found previously, the

turbulence self-generated zonal flow shear is a key mechanism for the symmetry breaking. Simulations
also indicate the existence of other mechanisms beyond E x B shear. These include the magnetic
shear, to be discussed below.

On the other hand, the corresponding g profile is remarkably boosted in the four equilibria as the
plasma current is decreased from 2 MA to 0.75 MA, as shown in the middle panel of Fig. 5. So is the
magnetic shear dg/dr (left panel of Fig. 5). Note that the parameter p.(= pi/a) for the four cases is
roughly the same, i.e., a/p; ~ 170, which is in the DIII-D range. This observation is highly suggestive
that the current scaling of intrinsic torque and rotation may have connections with the change in the
magnetic shear and/or the value of g.

To identify the effects of the safety factor and the magnetic shear separately, further computational
experiments are performed. First, we examine the effect of the q value. To this end, three MHD
equilibria are created, which hold the profile of magnetic shear (and plasma pressure) fixed while
boosting the q profile, as shown in the right panel of Fig. 6. As illustrated in the left panel of Fig. 6, the
CTEM driven intrinsic torque is shown to decrease with the increase of the g value for this scan. The
dependence of the volume-integrated turbulence intensity on g value plotted in the same figure
indicates that this turbulence intensity dependence appears to be a major cause for the observed
intrinsic torque vs q dependence. The key point of this interesting result, however, is that the
dependence of the torque on the g value shows the opposite trend to the current scaling obtained in
Fig. 5. Therefore, the current scaling is not due to the effect of the g value on the nonlinear residual
stress generation.

Figure 6. CTEM-driven total intrinsic torque versus q value averaged over the core region (left)
and corresponding radial profiles of q and dg/dr for the three equilibria used for these simulations

(right).

Now we turn to exploring the effects of the magnetic shear on the intrinsic torque. To this end,
three MHD equilibria are created, which hold the radially averaged q value nearly fixed in the central
core region where CTEM turbulence is generated, but allow minor variation in the g profile in order to
create significant variation in the magnetic shear, as illustrated in the middle and right panels of Fig. 7.
At the same time, the plasma pressure is also held fixed. Note that a normal (positive) magnetic shear
is presented in these equilibria. The result of this simulation scan is presented in the left panel of
Fig. 7, which shows that the volume-integrated intrinsic torque increases nearly linearly with the
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Figure 7. CTEM-driven total intrinsic torque versus magnetic shear averaged over the central core
region (left), and corresponding radial profiles of q (middle) and dg/dr (right) of the three
equilibria used for these simulations.

magnetic shear. On the other hand, the volume-integrated fluctuation intensity exhibits a much weaker
dependence on the magnetic shear, which indicates that the observed intrinsic torque vs the magnetic
shear scaling mostly results from the effect of the k symmetry breaking physics. Specifically, the

enhancement of CTEM driven intrinsic torque with magnetic shear is caused by the enhanced
kj symmetry breaking due to stronger magnetic shear. The key point of this result is that the

dependence of the intrinsic torque on dg/dr indeed produces the right trend which is consistent with
the current scaling obtained in Fig. 5. Therefore, given the distinct effects of varying the q value and
the magnetic shear on intrinsic torque generation, it is concluded that the current scaling results from
the effect of magnetic shear on the turbulence spectrum, namely, the magnetic shear induced K

symmetry breaking, which is enhanced with increased magnetic shear. We should point out that the
effect of magnetic shear on the nonlinear residual generation and the associated key role of it behind
the current scaling revealed by these gyrokinetic simulations should be tested and validated by
experiments. To a certain extent, this can be done by revisiting the experimental data base from which
the current scaling was revealed.

For current scan studies, another scenario often adopted in experiments is to hold the q profile and
the pressure profile fixed, while varying the current. In this case, the vacuum magnetic field has to
change correspondingly, according to By, o< I,. Our nonlinear CTEM simulations have been also
carried out to explore the current dependence of intrinsic rotation in this scenario. We used the same
simulation parameters as in Fig. 5, except for the MHD equilibria. Simulation results are presented in
Fig. 8. In this case, the CTEM driven intrinsic torque is found to increase close to linearly with the
vacuum field. It is important to notice that in this scan scenario, the parameter p. for the three cases

Figure 8. Total intrinsic torque versus
external magnetic field By, in CTEM
turbulence.
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varies significantly, from a/p; ~ 130 for By, = 1.5 Tesla to a/p; ~ 230 for B,,. = 2.5 Tesla, which is an
important factor impacting turbulence transport. Thus, the variation in p. should be taken into account
when we look into the results in Fig. 8 in connection with the experimental scaling. Nevertheless, this
current scan scenario is considered to be less relevant to the current scaling obtained in experiments.

5. Meso-scale Phenomenain CTEM Turbulence—Flow, Particle and Heat Pinch and Large

Scale Structure Formation
A few highly remarkable, interesting features observed in our CTEM simulations are discussed in this
section.

First, nonlinear GTS simulations have found that meso-scale phenomena and associated nonlocal
transport are highly pronounced in the TEM turbulence regime, probably because of strong coherent
wave-particle interaction at magnetic precession resonances of trapped electrons. Remarkably, the
parallel (and toroidal) flow exhibits coherent temporal burstings and radial propagation during its
generation process, as is clearly seen in the upper-left panel of Fig. 9. Particularly, it is shown that
small parallel flow perturbations are generated locally (in the center of the plasma in the simulation
case) by the turbulence, and then propagate radially. The measured propagation velocity is ~7 x 107c,
with ¢ the sound speed. This “flow pinch” phenomenon observed in the simulations appears to
phenomenologically reproduce a well-known experimental result in JT-60U where perturbed flows
created by modulated beams were demonstrated to penetrate radially from the peripheral region of the
plasma into the core [3]. Thus, it is highly illuminating. Furthermore, radial pinches appear to be a
very robust and generic feature in CTEM turbulence, and are found to emerge in all transport
channels, including particle, electron heat and ion heat. These are illustrated in Fig. 9. One highly

Figure 9. Time history of parallel flow (upper-left), density (upper-right) and ion temperature AT;
(lower-left) at three radial locations, and spatio-temporal evolution of electron temperature AT,
(lowerright), illustrating generic pinch phenomenon in CTEM turbulence.
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remarkable fact found is that the radial pinches in different transport channels emerge “in phase”. We
point out that the density pinch and heat pinch carried by electron turbulence as suggested by our
nonlinear CTEM simulations can be tested by designing similar perturbative experiments to ones with
modulated flows.

Finally, as a remarkable meso-scale phenomena, VT.-driven CTEM turbulence in specific,
experimentally relevant parameter regimes is found to generate large fluctuation structures with
toroidal mode number n < 10 via dramatic inverse energy cascades, as shown in Fig. 10. This
phenomenon may have a natural connection to the generation of blobs widely observed in the tokamak
edge region.

Figure 10. Contour plots of density fluctuations on a poloidal plane at t = 60 (left) and t = 160
(middle), and time evolution of toroidal spectrum |dn,* (right) in VT-driven CTEM turbulence,
showing the generation of low-n, blob-like, large fluctuation structures.

6. Summary

State-of-the-art, first-principles-based global gyrokinetic simulations, which exploit leadership-class
computational resources and cooperate with experimental and theoretical studies, are shown to lead to
real advances in understanding some key physics issues in fusion science.

Specifically, global gyrokinetic simulations using the GTS code have discovered an important
nonlinear flow generation process due to residual stress produced by micro-turbulence. The key results
remarkably contribute to elucidating critical issues with regard to the origin of intrinsic rotation,
underlying physics governing the experimental empirical laws of intrinsic rotation with respect to
plasma gradients and current, and underlying dynamics governing the radial penetration of modulated
flows in experiments. Simulations also have made important predictions in regimes where experiments
can validate.
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Application of 3-D spherical shell adaptive mesh refinement to
an atmospheric model with a vertical Lagrangian coordinate

N.G. Andronova, D.R. VandenBerg, Q.F. Stout, R. Oehmke, J.E. Penner, and
V. Zubov

Abstract. Here we present an application of a 3D adaptive mesh refinement (AMR) tool to a
stratospheric tracer advection in a spherical coordinate system enriched by a new v-scan
routine which allows conservation of the vertical integral of meteorological variables. Until
now 3-D AMR tools did not take into account the separate tracking of vertical integrals. The
latter is crucial to the atmospheric studies where refinement and coarsening routines in the
vertical direction change the grid resolution of atmospheric pressure and geopotential height.

1. Introduction

Previously, mesh adaptation was applied to different representations of the Navier—Stokes equations.
First, Skamarock et al. (1989) and Skamarock and Klemp (1993) applied their adaptive grid
techniques for 3D limited-area models in Cartesian coordinates. Later, Behrens (1998) applied AMR
techniques with an adaptive grid to a shallow water model in Cartesian coordinates while Hess (1999)
used a grid based on a block-structured data layout. Bacon et al. (2000) and Boybeyi et al. (2001)
formulated an adaptive non-hydrostatic regional model based on unstructured, triangulated grids with
rotated Cartesian coordinates. Later, this model was used within a formulation with a spherical
geometry (Gopalakrishnan et al. 2002, Bacon et al. 2003). There are a few shallow water models with
statically adaptive grids developed using a spherical geometry (Ruge et al. 1995, Fournier et al. 2004,
Barros and Garcia 2004). The dynamic AMR methods for shallow water models in spherical geometry
were introduced by Jablonowski (2004) and Lauter et al. (2007). Most mesh adaptation methods were
developed for models with numerical representation based on the finite-volume class of numerical
schemes, and thus they all had desirable properties such as conservation and monotonicity.

In this paper we apply AMR methods to the shallow water equations in a spherical geometry with a
Lagrangian vertical coordinate (Jablonowski et al. 2006, Penner et al. 2007). It uses the MPI-based
communication library (Adaptive Block library for Locally Cartesian Topologies, ABLCarT) to
control grid adaptation, particularly in the horizontal x-y direction (Oehmke 2004). The main
requirement for the block structure in the library is that every block consists of the same number of
grid cells no matter what their actual spatial size, which is consistent with the needs of the finite-
volume approach. In this paper we use the 3D version of ABLCartT, enriched by a new functionality
that allows conservation of the vertical integral of meteorological variables.

2. Vertical Mesh Adaptation.

Previously ABLCarT, in its 2D formulation, was used in a dynamical core that adapted its grid
resolution (either dynamically or statically) in the horizontal direction (Jablonowski et al. 20086,
Oehmke et al. 2008). From the library’s viewpoint the model’s computational grid is viewed as a
collection of individual blocks that are independent data units. Each block is a rectangular unit with
additional ghost cell regions around its boundaries. Thus, the information from adjacent blocks is
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shared to allow computations requiring information from a block’s neighbors. A choice of four ghost
cells in each direction satisfies the requirements of the parabolic piecewise method (PPM) solution
technique, widely used in atmospheric science. All ghost cells are at the same resolution as the parent
block. The flow solver is individually applied to all blocks within the grid before ghost cells are
updated.

Previously the library was solely applied in the horizontal direction so that the entire vertical
column was contained in a single block. However, the spherical grids used to represent phenomena on
Earth often need to treat the vertical dimension differently than those in the horizontal direction. For
example, atmospheric pressure at a point is determined by the integral of the atmospheric mass above
it, and thus is based on calculations that need to be sequenced in a particular order along a specific
integration path. Further, each value along the integral is needed to determine the pressure at each cell,
not just those at the bottom. This requires that variable information be sent top-down from each
adaptive block to the blocks directly below (or above, in other cases), and this must be done (logically)
sequentially above each point on the sphere, though it can be done in parallel across all surface points.

To perform vertical integration we have developed a vertical scan operation (v-scan) in ABLCarT,
which allows computing along vertical paths in the correct order across blocks transparent to their
resolution and processor location. To use v-scan the user specifies how the integration (summation) is
to be performed in each block, and what information is passed between the blocks, while the library
ensures that the operations are performed in the correct order, no matter where the blocks are located.
In computer science a scan operation is normally used to describe an operation on a single vector
(vertical cells above a point on the sphere) rather than on many such vectors in parallel. The ABLCarT
performs the v-scan in strict sequential order, so there is no assumption that the operation be
commutative or associative.

The 3D refinement involves a large increase in the complexity of the code, but its modular design
allows this complexity without extensively altering the user’s interface. Data access functions hide
lower level implementation details, and adaptation modules are constructed so that each type of
change to a block is handled separately and transparently to processor location, allowing the developer
to concentrate on one neighbor interaction at a time. The user interfaces are encapsulated so that the
library functions such as sphere creation, communication, adaptation, etc., work similarly on 3D and
2D spherical shells.

3. The Stratospheric Tracer Advection

The Brewer-Dobson circulation (BDC) in the stratosphere is a prominent feature of the atmospheric
dynamics, which within the stratosphere (10-50 km) carries trace gases from equator to pole. We use
an advection test (Zubov et al. 1999) which imitates the BDC with prescribed horizontal and vertical
winds. The simplicity and transparency of the test enable us to check whether the model’s
interpolation subroutines that are “wired” into the Lagrangian vertical transport are not distorted by the
v-scan, and that communication of all of the needed variables between the blocks in both the
horizontal and vertical directions during grid adaptation is correct.

The prescribed circulation has a closed cell in each hemisphere, which is anti-symmetrical about
the equator. The winds are set to zero at the poles and on the upper and lower boundaries, thus the
model domain is closed to transport and the total mass of a conservative species should not change in
time. The initial species distribution was prescribed to be constant within the rectangle between
32.5°S(N) to 12.5°S(N) in latitude and 19.75 km to 25.75 km in height, with a mixing ratio of
1.6 ppmv, and zero everywhere else. Initially, the 10-50 km vertical domain of the model was
subdivided into 0.5 km-thick layers, and the 90S-to-90N latitudinal domain was subdivided into 5°
steps. The time step, At was set to be 10,041 s (2.8 hr), which satisfies the Courant-Friedrich-Levy
(CFL) criterion. The tracer makes one revolution around the center of the circulation cell in about 3 to
4 months.

We performed a few “adaptive runs” using the ABLCarT library. First, we have started with the
initial resolution of 40 (levels) and 72 latitudes and used 2 levels of dynamic refinement (40 x 72 x 2)
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by applying a prescribed threshold value of 10™° ppmv on the concentration of the tracer in a grid cell.
Figure 1 presents the adaptation of the tracer advection at various time steps. Then, we compared the
adaptive run with a static high resolution run of 160 vertical levels and 288 points in the latitudinal
direction (160 x 288 x 0). Also, we compared our results to an adaptive run with an initial resolution
of 80 vertical levels and 144 latitudinal points with one level of refinement (80 x 144 x 0). We found
that with the respective initial tracer distribution for the adaptive and high resolution runs, the integrals
of the tracer in the horizontal and vertical directions in all three runs correspond to each other,
showing that the adaptive transport has the same accuracy as the high resolution run.

Figure 1. The tracer distribution at different times. Clockwise: days 1, 10, 25, and
100. The wire shows the refinement levels.

One of the important and very favorable aspects of the adaptive model simulation is that accuracy
comparable to the static high resolution run can be obtained in less than half the computer time.
Furthermore, depending on the specific problem, dynamic refinement could reduce the overall
computer time by even more, e.g., if the problem required even higher levels of refinement. Similar
reductions are realized in the memory required.

4. Conclusions

We have implemented and tested the three-dimensional parallel adaptive block mesh library
(ABLCarT) within the dynamical core of a spherical model with a vertical Lagrangian coordinate. The
introduction of a new vertical adaptation feature (v-scan) to the library was a challenging task due to
the sequential nature of the vertical atmospheric calculations along a specific integration path. This
introduces new geometric configurations of adjacent blocks with differing resolution and the
concomitant numerical conservation equations. Applying the ABLCarT with v-scan to a pure
advective tracer transport test, we demonstrated that the dynamical mesh adaptation works properly,
and gives results equivalent to the refined non-adaptive case.
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Abstract. To gain computational efficiency, a split explicit time integration scheme has been
implemented in the CAM spectral Eulerian dynamical core. In this scheme, already present in
other dynamical core options within the Community Atmosphere Model, version 4 (CAM), the
fluid dynamics portion of the model is subcycled to allow a longer time step for the
parameterization schemes. The physics parameterization of CAM is not subject to the stability
restrictions of the fluid dynamics, and thus finer spatial resolutions of the model do not require
the physics time step to be reduced. A brief outline of the subcycling algorithm implementation
and resulting model efficiency improvement is presented. A discussion regarding the effect of
the climate statistics derived from short model runs is provided.

1. Introduction

This note describes an implementation of a temporal subcycling algorithm in the Community
Atmosphere Model (CAM) version 4 Eulerian dynamical core. The CAM is the atmospheric component
of the Community Climate System Model (CCSM), a global Earth system model encompassing model
components of the atmosphere, ocean, sea ice and land surface. The components communicate through a
flux coupler that allows interactions at various time scales set to a level appropriate to capture the
relevant model features with accuracy and stability. This core uses a spherical harmonic based spectral
method. It requires more computational expense per grid point than other dynamical core options
included in CAM, but it remains a favorable option for higher resolution studies due to its isotropic
treatment of spherical geometry and the fact that it is well tested with a range of resolutions [1]. It solves
the fluid dynamics equations of the model with a semi-implicit time integration scheme, which is a
combination of an explicit Robert-filtered leapfrog scheme for the nonlinear terms and a
Crank-Nicholson treatment of the linear terms responsible for gravity waves.

2. Subcycling Approach
We start with a high level representation of the equations,
oX
—+D(X)=F(X) (1)
ot
Where X(1) is the state vector at time t, the dynamics terms are represented by D(X) and the forcing
tendency terms by F(X). The Eulerian dynamical core uses a process-split approach [2] to couple the
dynamics and the forcings tendencies computed by the CAM model physics subroutines. When
combined with the semi-implicit time-stepping scheme, (1) is discretized as
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X (t+At) = X (t — At) — 2AtD (X (t — At), X (), X (t + At))
+2AtF (X (t — At),2At). @

Most of the terms in the dynamics, D, are evaluated at time t, but because of the semi-implicit scheme
there are a few terms that are evaluated at t — At and t + At. The forcing term, F(Y, Atgnys) arises from the
model physics computed by CAM. We have added a second argument to F because CAM physics can be
considered as a function of two variables: a state vector Y and the physics timestep Atyns. With the
semi-implicit scheme used above, the solution is advanced from time t — At to t + At, representing a
duration of 2At, and thus with leapfrog time-stepping, the physics timestep is Atynys = 2At. The physics is
computed from the state vector X(t — At) instead of X(t) because the physics contains many dissipative
processes that would be unstable if evaluated with the leapfrog scheme. Evaluating that term at time
t — At results in a stable forward-Euler treatment.

For subcycling, we simply reuse the physics tendencies over multiple steps. Let n be the number of
subcycled steps and introduce two timesteps, Atgnys = NAtyyn. A single timestep, representing one physics
evaluation and n dynamics steps is then given by
Fori=1...n:

X(t+(0 +1)Atgyn) = X (t— (i ~1)Atgr)

— DAty DX (t = (i = 1)Aty,,), X (E+iAt,,), X (E+ (0 +1)AL,,)

dyn

+2AtdynF(X(t _Atdyn)aAtphys)- 3)

That Atpnys is the correct physics timestep to be used as the argument to F can be seen by considering
the simplified case with no dynamics D and then writing the final result after n steps in terms of the
initial conditions. For n even, we have

X (t+(N—1)Atgn) = X(t—Atgn) +AtgnF (X(t = Atgn), Al grys) @)
X (t+NAtgyn) = X(0) + Aty F (X (t = Atgyn ), At ) (5)

For both final time values t + (n — 1)Aty, and t + NAtgyn, the forcing is applied over a time interval of
length NAtgyn, and thus it is appropriate to compute the physics with Atghs = NAtgy,. For n odd, the
situation is slightly different, resulting in

X (t+(N=1)Atgn) = X (0)+(N=1)AtgnF (X (t~ Atgyn), Al ) (6)
X (t+NAtgyn) = X (t— Atgyn) +(N+1)AtgynF (Xt = Atgn), At pys) %

and now the forcing is applied over a time interval of length (n— 1)Atyy in (6) and an interval of length
(n+ 1)Atgy, in (7). For this case, we take the average of these two time intervals and set Atynys = NAtgyn,
matching what was used in the n-even case.

For moisture advection there is one complication due to the fact that the CAM physics returns an
adjusted field instead of tendency terms. Let q represent one of the advected moisture fields, such as
specific humidity. An implied tendency Fq can be computed from the adjusted field by defining

q (H)=q(t)+At phyqu(X (1), At phys)

where ( (t) is the adjusted field computed by the CAM physics. With this definition, the original
advection scheme
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—+U - -Vg=F,(X
o q=Fq(X)
is discretized by
q (t—At)=q(t—At)+ 2Ath(X (t—Al),2At)
q(t+At)=q (t—At)—2AtU -Vq
which can be written as
q(t+At) = q(t — At) - 2AtU - Vg + 2AtHR, (X (t — At),2At). (8)

This equation is now in the same form as (2), and thus to introduce subcycling we follow the identical
procedure as was used above.

3. Efficiency Gainswith Subcycling

The motivation to incorporate subcycling is to increase efficiency for a forward-in-time simulation with
multiple, weakly interacting time scales. Unlike the stability constrained fluid equations in the model,
the subgrid scale physics parameterizations can utilize a larger time step size appropriate for capturing
the time evolution of a wide range of parameterized physical processes, which for the global
atmospheric model in the hydrostatic regime is generally no greater than 30 minutes. The efficiency gain
for a simulation using subcycling depends upon the ratio of the size of the dynamics and physics time
steps, N, and the percent of time spent evaluating the physics versus dynamics. Simulations of the CAM
spectral model run with active atmosphere and land surface components with subcycling have been
performed for two resolutions, T85 and T341. T85 and T341 have spatial resolutions about the same as
the CAM finite volume dynamical core at one and one-quarter degree resolutions respectively [3]. When
T85 and T341 are run with the most favorable configuration for efficiency, which for each is n =3 and
12, the simulations exhibit a decrease in runtime of about 30% and 20% respectively. For the finer T341
resolution, the dynamics portion of the model becomes computationally more expensive although it is
being subcycled to a greater degree.

When CAM is used within the fully prognostic Community Climate System Model (CCSM), the
efficiency benefit is not simply in the gain of the atmosphere and land model but in the increased
efficiency gained by coupling the subcycled model with the rest of the Earth system components. Like
the land surface, the sea ice component of the CCSM, CICE [4], is iterated forward in time at the physics
time step of the atmospheric model, so CCSM efficiency is gained by the increase in the time step size of
the sea ice component. When a fully coupled CCSM version 4 configured for high resolution (T341
atmosphere, quarter-degree finite volume land surface, tenth-degree ocean and sea ice) is run for one full
month, the simulation time is reduced from 7.44 hours to 2.97 hours on 6924 processors. Additional
gains could be attained by reorganizing processors allocated to each CCSM component now that CICE
has become relatively less expensive than the ocean.

4. Climate simulation variation with subcycling

The climate produced by CAM is especially sensitive to the physics timestep [5]. Below we demonstrate
this sensitivity using the subcycling capability in T85 CAM spectral Eulerian simulations. The model
was tuned without subcycling and using minimum relative humidity thresholds for the formation of low
and high stable clouds of 0.915 and 0.68, respectively. The model was run from specified initial
conditions for the land surface model rather than a spun up state, which is available with the finite
volume land model resolution. The rest of the cloud physics parameters used the default settings for
CAM version 4 for all the simulations presented here. Table 1 displays several parameters of interest for
two years of simulation using a range of physics time step sizes, Atpnys, of 600 S, 1200 s, and 1800 s.
Atpnys= 1200 s matches the physics time step size of the unsubcycled simulation and Aty,ys = 1800 Sis
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Table 1. The physics time step size Atgnys is varied for a series of T85 simulations to isolate the
its effect on the simulation statistics. ‘Nosub’ refers to the simulation performed without any
subcycling. The number of subcycled dynamics steps, N, are 3, 2, and 3, for Atgns= 600, 1200,
and 1800 s, respectively. RESTOM, FSNT, CLDLOW, and LWCEF refer to the residual energy
flux at the model top, the net absorbed shortwave energy flux at the model top, the vertically
integrated factional coverage of low clouds, and the longwave cloud forcing respectively (units
of Wn?). ‘PBLH’ and ‘TS’ refer to the global annually averaged planetary boundary layer
height (m) and surface temperature (degrees K), respectively.

Variable Nosub (At = 1200) Atgns=600  Atyne=1200  Atype= 1800
RESTOM ~0.239 ~2.131 0.247 1.613
FSNT 236.634 233.134 236.737 238.705
CLDLOW 34252 34.755 33.610 32.897
LWCF 28.185 29.719 28.452 27.694
PBLH 609.21 621.93 609.09 599.66
TS 287.406 287.460 287.465 287.390

used in the default finite volume CAM configuration. The global annual net energy exchange at the
model top (RESTOM) for 2 years of simulation without subcycling is —0.239, and this was the base
value from which we explored variations present in the other model runs. Without subcycling, the
physics time step is twice the dynamics time step as explained in Section 2. Since only two years are
analyzed, an overall energy balance climate model in this range is reasonable.

For the range of physics time step sizes analyzed, RESTOM and several related variables, such as the
net shortwave energy out of the model top (FSNT), the low cloud amount (CLDLOW), and the
longwave cloud forcing (LWCF), are linearly dependent on the time step of the physics
parameterization scheme. As expected, Atynys = 1200 Sis close to the nonsubcycled model. The physics
and dynamics time step sizes are the same, so only differences associated with the different algorithm
for subcycling outlined in Section 2 and interannual variability are present. The global annual surface
temperature (TS) of each simulation is presented to verify that it is invariant to the time step size of the
physics and dynamics time step size within expected internal variability of the model (the root mean
square of the observational TS error is about 0.7 K). Because TS is not influenced measurably by a
variation in the physics time step size and the agreement between the Aty = 1200 subcycled and
nonsubcycled solutions, we are confident the subcycling algorithm is working as expected.

The origination of this variation of cloud physics parameters with time step size is certainly of
interest, and an exhaustive investigation of the details of this dependence would be worthwhile in the
improvement of physics parameterization schemes. For our purposes, the source of variations in the
fields displayed in Table 1 likely trace back to the planetary boundary layer height (PBLH), which is
sensitive to and decreasing with larger physics time step size. Thus, the implied connection between
time step size and RESTOM is that the longer time step size results in a lower PBLH, and thus fewer low
clouds, which creates a lower albedo and correspondingly a higher absorbed shortwave term and lower
value for RESTOM. The less understood feature of these connections is the reason for the lower PBLH
with longer time step sizes. One hypothesis is that the longer time step size results in slightly different
estimates of boundary layer height (a consequence of the linearizations in the boundary layer
parameterization) which can strongly affect the exchange of heat, moisture, and momentum between the
surface and free atmosphere. This exercise uncovered unusual behavior in the physics package,
specifically wavelike behavior in the instantaneous precipitable water fields, when very short time steps
are used.

As with other dynamical cores in CAM, the subcycling introduced into the spectral Eulerian core
does require changes to the cloud physics parameters to reproduce the same climate statistics. zonal
wind (not shown), vary with physics time step size as well but are expected Thus, the simulations can
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produce consistent climate results with the nonsubcycled simulation once the physics parameterization
is tuned to account for the longer time step sizes of the physics. In sum, the subcycled physics time step
allows more efficient coupled climate simulations without appreciably affecting the climate statistics as
defined within the existing CAM physics parameterization scheme.
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Abstract. Established within DOE’s Scientific Discovery through Advanced Computing
(SciDAC-) 2 program, with support from ASCR and BER, the Earth System Grid Center for
Enabling Technologies (ESG-CET) is a consortium of seven laboratories (Argonne National
Laboratory [ANL], Los Alamos National Laboratory [LANL], Lawrence Berkeley National
Laboratory [LBNL], Lawrence Livermore National Laboratory [LLNL], National Center for
Atmospheric Research [NCAR], Oak Ridge National Laboratory [ORNL], and Pacific Marine
Environmental Laboratory [PMELY]), and two institutes (Rensselaer Polytechnic Institute [RPI]
and the University of Southern California, Information Sciences Institute [USC/ISI]). The
consortium’s mission is to provide climate researchers worldwide with a system of federated
science gateways to access data, information, models, analysis tools, and computational
capabilities required to evaluate peta-scale to exa-scale data sets. Its goals are to (1) make data
more useful to climate researchers by developing collaborative technology that enhances data
usability; (2) meet the specific needs of national and international climate projects for
distributed databases, data access, and data movement; (3) provide a universal and secure Web-
based data access portal for broad-based multi-model data collections; and (4) provide a wide
range of climate data-analysis tools and diagnostic methods to international climate centers and
U.S. government agencies. To this end, ESG-CET is working to integrate in a collaborative
problem-solving environment all highly publicized climate data sets—from climate simulations
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to observations—using distributed storage management, remote high-performance units, high-
bandwidth wide-area networks, and user desktop platforms.

1. TheClimate Data Challenge and the Earth System Grid

Climate change research places high demands on data-management, -analysis and -storage resources.
These sources reside on distributed national and international data holdings. Large-scale processing is
required to compare observations, which vary greatly in their temporal and spatial sampling, with
simulated outputs from models. As data has become increasingly abundant and complex, transporting
and effectively processing it has also become increasingly difficult. For many scientific disciplines,
the amount of data being generated, inspected, and studied ranges up to tens of petabytes, with
estimates for the near future breaking the exascale barrier (ASCR Science Network Requirements,
2009). At these data sizes, transferring data is prohibitively expensive; instead, the simpler approach is
to move the computation to where the data sets are stored. Based on this approach, the Earth System
Grid (ESG) (Williams, D. N., 2009) has developed a system of gateways and data nodes where stored
data can be accessed and analyzed in place. Gateways provide climate researchers a doorway (e.g., via
a Web portal) to data, information, models, analysis tools, and computational resources, typically
providing an integrated view of data in many data nodes; data nodes are located where the data resides
and are responsible for providing data access services.

]

Figure 1: The topology of the ESG enterprise system with network connections and computing
resources, which provides a network of geographically distributed gateways, data nodes, and
computing resources in a globally federated, built-to-share scientific discovery infrastructure.

i
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Figure 1 shows ESG ongoing partnerships and established relationships with a variety of data,
research, and technology efforts. To meet the needs of climate community, these collaborations will be
augmented with additional observational and model-generated data sets, including those from the
Intergovernmental Panel on Climate Change (IPCC) Coupled Model Intercomparison Project, phase 5
(CMIP5), the Community Climate System Model version 4 (CCSM4), the Community Earth System
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Model version 1 (CESM1), the Carbon-Land Model Intercomparison Project (C-LAMP), the Parallel
Ocean Program (POP), the North American Regional Climate Change Assessment Program
(NARCCAP), the National Aeronautics and Space Administration (NASA) satellite observational data
(CloudSat, and others), the National Oceanic and Atmospheric Administration (NOAA) observational
data, and many other data sets critical to understanding the state of the climate and changes to it.

In addition to these data, ESG is unifying computational and analytical climate resources under one
unique powerful knowledge-discovery enterprise system. ESG continues to evolve to maintain its
reputation as a reliable resource for serving the climate-science community as it seeks to derive
fundamental and practical understanding of climate and climate change.

2. Volume of Data Downloaded

ESG has become an important resource for a number of climate initiatives (e.g., CMIP5, CCSM,
NARCCAP, NASA observations, and more as listed above) that are central to climate investigations.
In order to access and download data, ESG users must create an account at an ESG gateway. Many
data (e.g., CMIP5, CCSM, POP, NARCCAP, C-LAMP, AIRS, etc.) are available for free download at
one of the four ESG current gateways, located at the Program for Climate Model Diagnosis and
Intercomparison (PCMDI), http://pcmdi3.lInl.gov/esgcet/home.htm; NCAR,
http://www.earthsystemgrid.org/; ORNL, http://esg.ccs.ornl.gov/esgcet/home.htm; and NASA/JPL,
http://esg-gateway.jpl.nasa.gov/home.htm. Figures 2, 3, and 4 illustrate the growth in ESG usage over
the last five years. Data download volumes routinely total in the tens of terabytes (TB, or 1 x 10"
bytes) per month. The cumulative total since January 2005 reached one petabyte (PB, 1 x 10" bytes)
in February 2010. The total number of registered users by the end of 2010 is expected to exceed
20,000. In a given month, between 500 and 800 users are active—up to 30 or more per day.

U, D
900,000
TR
70,
b,

0, 000

TR,

o
Jan-06
Jul-06
o
Jan.0t8
Jl-08

Jan-ir9
1.
Jan-10

Figure 2: Cumulative ESG download volume, Figure 3: Per-month ESG download volumes, in
in GB. GB.

Figure 4: Number of emails per month to the ESG-CET support (esg-support@earthsystemgrid.org).
An average day sees between 3 and 4 emails, with spikes correlated to releases of new data sets and
codes. Many emails are questions regarding the served data; others are standard support questions
involving resetting usernames and passwords. We see that the user community is well engaged with
ESG-CET.
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3. ESG-CET isPositioning for CMIP5 (IPCC AR5) Data

Just as ESG was critical to the success of CMIP3 (Williams et al., 2009), ESG has also been given the
responsibility to meet the data management needs of CMIPS5, which will provide results informing the
IPCC’s Fifth Assessment Report (ARS) (IPCC 2007). Under the leadership of PCMDI at LLNL and
with the help of NCAR, ORNL, and others in the national and international community—including
centers in the United Kingdom (U.K.), Germany, Japan, and Australia—an internationally federated,
distributed data archival and retrieval system is being established. The CMIP5 data archive will dwarf
that of its predecessor (CMIP3—"4” was skipped in CMIP numbering in order to align with AR
numbering). Instead of the 35 TB collected for CMIP3, modeling groups will generate tens of PB. A
subset of results (~2 PB) that is expected to be of highest interest to researchers will be replicated at
PCMDI and several other data centers. PCMDI will supervise the distributed CMIP5 data archive and
oversee the effort to provide access to this valuable collection of output from model simulations and
observations.

CMIP5 model output will mainly be made available through ESG data nodes located at modeling
centers, but PCMDI will serve as a hub for access to this distributed data archive. To further enhance
accessibility to this subset of the data, it will subsequently be replicated at additional global sites (in
the U.K., Germany, Japan, and Australia), where it will be served through gateways coordinated
throughout the ESG network (see Figure 1). In responding to this challenging undertaking, PCMDI
has organized partnerships with global data centers funded to assist with CMIP5 data retrieval and
dissemination and to create an internationally distributed data archival and retrieval federation, known
as the Earth System Grid Federation (ESGF). The federation utilizes software primarily developed by
the ESG-CET.

Ongoing partnerships and established relationships to a wide variety of data, research, and
technology efforts position ESG to continue to speed progress in climate science. Although in many
cases ESG tools and technologies primarily benefit the climate community, ESG tools have sometimes
proved to be general enough to serve other science communities.

4, Gateway Data Discovery and Access

The development of the software stack that will run on ESG gateways has been guided by two main
goals: the imminent transition of portals running ESG software at PCMDI, NCAR, ORNL, and
NASA/JPL to the new infrastructure, and support for the upcoming CMIPS model output streams.
Gateway functionality has been augmented and revised in many respects, including the following
major areas of development:

e Faceted search. The ESG-faceted search module is a search interface that allows easy and rapid
browsing of data sets in a way that never allows the user to feel lost in the data. A completely
new user interface for the ESG-faceted search has been developed, and featured prominently on
the home pages of the PCMDI and NCAR gateways. The new interface follows paradigms that
are becoming common across many e-business Web sites, thus facilitating the user experience as
well as increasing the scalability and maintainability of the application.

e Data Reference Syntax (DRS). The DRS is a common naming system to be used in files,
directories, metadata, and URLs to identify data sets wherever they might be located within the
distributed CMIP5 ESGF archive. The gateway code can now ingest and expose metadata
conforming to the DRS specification that will be used to organize and index the CMIP5 data
archive. This includes parsing of the DRS information from the Thematic Realtime
Environmental Distributed Data Services (THREDDS) catalogs, persistence in the relational
database, and configuration of DRS facets in the metadata query interface.

e Data versioning. The underlying distributed data model has been heavily re-factored to support
the tracking of multiple versions of data. Thus, data publishers can publish, update, and retract
new versions in response to quality control results. Versioning support had implications at all
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levels of the gateway software: the relational object model, the publishing services, the metadata
query services, and the user interface.

e Data migration. A procedure for migrating the relational database content when upgrading the
underlying schema has been set up based on the open-source Liquibase project. This procedure
addresses a critical operational need since it will allow gateway administrators to upgrade to a
new major software release without having to republish all the data or ask users to register again.

e Attribute and Authorization service. The gateway application has been augmented with
attribute and authorization services, which can deliver Security Assertion Markup Language
(SAML)-signed assertions in response to attribute and authorization queries by remote clients
respectively, facilitating a fine-grained attribute based authorization policy enforcement. The data
node plug-ins for the GridFTP (Allcock et al., 2005) and THREDDS Data Server (TDS) servers
leverage these services to determine access to requested data.

ESG, in collaboration with its European partners, chose SAML as the enabling technology to
exchange user attributes and access control information among sites. Each ESG gateway or
partner data center will deploy a SAML-based attribute service, which other gateways can
securely query to retrieve attribute information about a specific user. This information is required
to authorize users both to access specific data sets controlled by a group at another site and to
store complete data access metrics.

e Metadata exchange. The gateway infrastructure for metadata exchange, based on the Open
Archives Initiative's Protocol for Metadata Harvesting (OAI-PMH), has been updated to support
versioning and replication, as well as the capability to execute selected harvesting by project so
that a gateway needs only import those records that are relevant to its user community, and not
others.

e Data download. The user workflows for selecting and downloading the data have been
thoroughly revised to make them more friendly, efficient, and supportive of a variety of options,
including selection across data collections and gateways, retrieval of files from deep storage via
BeStMan, generation of wget scripts and integration with the DataMover-Lite (DML) desktop
client.

e Model metadata. The Earth System Curator project has continued to work with ESG to expand
the gateway functionality for ingesting and servicing model metadata, including the capability to
connect data sets to the models and simulations that produced them, full handling of the CMIP5
conformance properties, ingestion of Common Information Model (CIM) metadata from the
Common Metadata for Climate Modelling Digital Repositories (METAFOR) Questionnaire
application, and several improvements to the user interface (the model “trackback™ pages).
Progress in this area was guided by a series of demonstrations that the Curator project organized
to solicit continuous feedback from national and international partners, such as the Global
Organization for Earth System Science Portals (GO-ESSP) and METAFOR communities.

e Federated authentication. ESG is designed as a federated system allowing user access via the
ESG gateways and supporting interoperability with other non-ESG partner data centers
(Siebenlist et al., 2009). The ESG infrastructure leverages the OpenlID protocol, which supports
cross-site authentication between the many gateways as well as with European Web portals.
OpenlD is a single-sign-on technology that allows users to register and create an identity at only
one site, where their credentials are stored, and then carry their authenticated identity as they
navigate and access data throughout the ESG federation. All web-based access to data node
services leverage this authentication protocol for end user authentication. Some data node
services require the use of Public Key Infrastructure (PKI). ESG gateways operate Credential
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Translation Services that allow a user to use a single OpenlD login to obtain PKI credentials. This
approach results in a seamless access experience for the end user.

e  Gateway user interfaces. The gateway user interface has been revised and improved throughout
the site, including major changes in the pages for metadata search, data download, model
trackback, user and group administration.

The gateway software has been deployed, tested, and officially release to the community according
to a carefully planned schedule aimed at progressively enhancing the functionality of the application,
while at the same time soliciting feedback from a progressively larger user base.

5. Data Node Server-Side Analysis

In the ESG data node software stack (Figure 5), we have begun the development of a coordinating
entity called the Data Node Manager (DNM). The architecture of this component is distinguished from
that of other components in that it must address cross cutting concerns that span all constituent
elements of the stack. The DNM logs, monitors, and collects metrics over the entire software stack. It
has been designed to be highly fault tolerant and perform under load with graceful degradation
properties.
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Figure5: The operations performed by the data node within the ESG infrastructure.

-Hyrax Request

In the ESG infrastructure, the actual data holdings reside on a multiple federated data nodes. In
addition to hosting those data, a data node includes the metadata services needed to publish data to
gateways and execute data-product requests through these portals. Personnel can set up nodes at local
institutions, and a single ESG gateway can serve data requests to many associated nodes. For example,
more than 30 institutions are expected to operate data nodes as part of the [IPCC CMIP5.

The ESG infrastructure includes the following components, which are also shown in Figure 5:

e  Support for high-performance data download client. The gateway application is augmented
with the DML client, which supports high-performance, multiple-file download. Users can
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download and configure DML directly through the gateway and then start it via a file list in XML
format. With this system, users can request access to files stored on a local rotating disk or those
in deep storage archive, which are then transferred to the gateway cache.

e Data replication. Data replication is an important facet of international collaborations such as
ESG. No one facility can host the accumulated holdings for the data-intensive climate research
community; therefore, archives at one institution are replicated at a collaborator’s site via
software links. ESG provides a robust data replication client, developed and improved by
analyzing replication use cases and requirements, to ensure that the IPCC archive stored at LLNL
is available to all participating European, Asian, and Australian data centers.

e Modeling metadata. The ESG collaboration is working with the Earth System Curator (ESC)
project at developing the full infrastructure so that it accurately captures and displays model
metadata within the gateway Web application.

e Data publishing operations. After the data node software stack is installed, users can run
software scripts required to publish all current ESG data holdings (i.e., climate model simulations
and observations) to the gateway. This support for full publication ensures that users have access
via the data node software stack application to all holdings, including nonstandard model runs,
multiple deep-storage archives, and multiple data access services.

The ESG data node software stack is distributed nationally and internationally via a script or a
virtual machine (VM), a software platform that allows a complete operating system (a guest OS) to
run as an application inside another operating system (the host OS). The guest OS executes software
applications identically to a physical machine. The VMs contain the fully installed CentOS (with
requisite libraries and other functionality installed) and the data node software stack. This setup
eliminates the need for the system to check all software prerequisites. Hardware virtualization via VM
improves security, insulates the hardware from attack and user error, offers code portability and ease
of backup, and protects the system against potential software conflicts.

6. Data Node Security Infrastructure

ANL, NCAR, and the British Atmospheric Data Centre (BADC) have collaborated closely to define
and implement a new ESG security architecture to support secure data access by browsers and rich
analysis and visualization clients throughout the federation. The new architecture is based on
technologies such as OpenlD, SAML, and X509 certificates and will replace the current ESG token-
based access. As part of this collaboration-wide effort, ESG has delivered the following components:

e A Java-based OpenlD Relying Party (ORP), which is a Web application (running within a
Tomecat servlet container) that is responsible for either validating a user certificate presented via
SSL authentication or redirecting a user browser to an OpenlD Identity Provider, with the net
effect of establishing a secure authentication cookie that can be used by other data node software
components as a proof of the user’s identity.

e A servlet filters infrastructure that can be used in conjunction with the ORP application to secure
a generic Java-based data server, such as the THREDDS Data Server that will be part of the
standard ESG data node application stack. Existing implemented components include an
authentication filter to consume the cookie set by the ORP and an authorization filter that contacts
the gateway authorization service.

e Data download clients that can be used with the new security infrastructure, including wget
scripts that use client certificates to securely download the requested file by using SSL for
authentication. A Java Webstart application client for the Credential Translation Service, which is
a MyProxy Online CA, will also be integrated to allow users to download credentials to their
local machine, to use with DML clients.
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7. Bulk Data Mover

The Bulk Data Mover (BDM) is responsible for the successful transport of large data sets. Climate
data sets are characterized by large volume of files with extreme variance in file sizes. The ESG uses
BDM as a higher-level data transfer management component to transfer files in data sets into ESG
data nodes. BDM achieves high performance using a variety of techniques, including advance
transfer queue management, multi-threaded concurrent transfer connections, data channel caching,
load balancing over multiple transfer servers, adaptive transfer adjustment, and dynamic parameter
tuning.

BDM can accept a request composed of multiple files or an entire directory. The files or directory
are described as Universal Resource Locators (URLs) that indicate the source sites that contain the
files. The request also contains the target site and directory where the replicated files will reside after
successful transfers. If a directory is provided at the source, then BDM will copy the structure of the
source directory at the target site. BDM is capable of transferring multiple files concurrently as well as
using parallel transmission control protocol (TCP) streams. The optimal level of concurrency or
parallel streams is dependent on the bandwidth capacity of the storage systems at both ends of the
transfer as well as achievable bandwidth on the wide-area-network (WAN). Setting up the level of
concurrency correctly is an important issue, especially in climate data sets, because of the small files.
Concurrency that is too high becomes ineffective (high overheads and increased congestion), and
concurrency that is too low will not take advantage of available bandwidth. A similar phenomenon
was observed when setting up the level of parallel streams in a single file transfer, such as GridFTP.

BDM is designed to work in a “pull mode”, where it runs as a client at the target site. This choice is
made because of practical security aspects: site managers usually prefer to be in charge of pulling data
rather than having data pushed at them. However, BDM could also be designed to operate in a “push
mode” or as an independent third-party service. Because large-scale data replication can take a long
time (from many minutes to hours and even days), BDM must be an asynchronous service. That
means that when a replication request is launched, a request token is returned to the client. The client
can use that request token to check the status of the request execution at any time. Another obvious
implication of the long lasting nature of large-scale replication is the need for automatic monitoring
and recovery from any transient failures.

8. Multi-Phase Transfer Request M anagement

The tasks that BDM performs to accomplish successful replication are organized into three phases, as
shown in Figure 6. The initialization phase plans and prepares file replications from the data source to
the local target storage. It includes the following tasks: 1) storage allocation verification at the target
site—this requires collecting the total data size from the source site; 2) generating a request plan—the
plan includes the initial level of concurrency, the number of parallel streams, and the buffer size for
the request; 3) returning initial request estimation to the client; and 4) mirroring the directory structure
of the source at the target site. It then generates an execution plan that includes pair-wise source-to-
target URLSs for all the files to be replicated. This is used by the execution phase.
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Figure 6: Design of the Bulk Data M over

The execution phase transfers the requested files, while monitoring and analyzing transfer
performance for dynamic adjustment of the transfer properties. It consists of four modules: 1) the
multi-file request coordinator uses the information from the “execution plan” and transfer properties
including the concurrency level, and accordingly instantiates the file transfer client; 2) the file transfer
client performs the transfers — it can support any transfer protocols or services preferred by the virtual
organization, including GridFTP, HTTPS, secure copy (SCP), and secure FTP (SFTP); 3) the recovery
and restart module continuously monitors the health of the system and the files being transferred, and
attempt to re-transfer files that failed to transfer properly; and 4) the module responsible for
monitoring and adjusting concurrency collects dynamic transfer performance, and if significant
discrepancies from the estimated performance are noticed, adjusts the number of concurrency and
parallel streams.

The recovery phase interacts dynamically with the components of the execution phase to validate
the completed request by collecting statistics, generating dynamic progress estimation on-demand, and
validating transferred files at the end of the request. It has three functions: 1) it collects statistics from
the execution of the replication request; 2) it generates dynamic progress estimations on-demand when
a client asks for request progress status, which means that this module needs information on file
transfers that completed, are in-progress, or are pending, as well as bandwidth usage statistics and
estimation; and 3) it validates files, so this module can be running as soon as files are transferred, or at
the end of the request, depending on the site preference. The reason for preferring file validation by
checksum comparison after all transfers are complete is that calculating checksums is computationally
intensive and may disturb the running transfers. This module is also responsible for re-submitting files
whose checksums indicated data corruption.

9. Product Services

ESG is intended to serve information products to users of widely varying sophistication—from
numerical modelers, who want access to “raw” model output files and verbatim subsets of model
output; to climate impacts investigators, who often want rapid access to these small subsets of data
without the complexities of model-specific coordinate systems; and to users who only want to quickly
visualize the overall behaviours of models. Information products such as scientific visualizations,
tables and results from simple statistical calculations are provided by the Live Access Server (LAS)
developed at PMEL. Highlights of the enhancements to LAS made through ESG support are:

e LAS security integration. Ongoing work focussed on integrating security solutions with LAS
will result in the LAS deployments leveraging ESG-CET security infrastructure for authentication
and authorization of user access.
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e Data intercomparison capabilities through the vizGal interface. This interface provides the
ability to assess differences both qualitatively (via visual inspection) and quantitatively (via
regridding and differencing) between fields. Intercomparison tools may be utilized along slices in
any dimension, including comparison of maps, time-series, Hoffmuller plots, and vertical sections
(see Figure 7).

e THREDDS catalog “cleaning tools.” An important part of the ESG-CET science mission is to
enable meaningful intercomparisons between disparate data collections. Unfortunately, many
interesting data sources to which models can be compared (i.e., satellite data collections,
operational model outputs, and gridded observational assimilations) are not kept in well-
organized archives with fully developed file-level metadata. To help organize such data
collections, we have built THREDDS catalog scanning tools that can identify data sets with
excellent metadata from large collections, automatically create aggregations from collections of
individual time-series files, and create catalogs that reflect only the best of large, often jumbled
data repositories. These clean catalogs can let scientists from ESG-CET and elsewhere quickly
identify data sets that can be used to further their scientific goals.
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Figure 7: Screen image of the vizGal interface showing differences between temperature fields.
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10. Conclusions

The climate research community as a vital infrastructure component relies heavily upon ESG. By
unifying computational and analytical climate resources under one unique and powerful knowledge
discovery enterprise system, it has enabled research that would otherwise have been performed only
with great difficulty or perhaps not at all. ESG continues to evolve to maintain its reputation as a
reliable resource for serving the climate science community as it seeks to derive fundamental and
practical understanding of climate and climate change.
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Abstract. Performing high-resolution, high-fidelity, three-dimensional simulations of Type Ia
supernovae (SNe Ia) requires not only algorithms that accurately represent the correct physics,
but also codes that effectively harness the resources of the most powerful supercomputers. We
are developing a suite of codes that provide the capability to perform end-to-end simulations of
SNe Ia, from the early convective phase leading up to ignition to the explosion phase in which
deflagration/detonation waves explode the star to the computation of the light curves resulting
from the explosion. In this paper we discuss these codes with an emphasis on the techniques
needed to scale them to petascale architectures. We also demonstrate our ability to map data
from a low Mach number formulation to a compressible solver.

1. Introduction

We present a suite of codes for studying astrophysical phenomena whose target is the end-to-end
simulation of a Type la supernova (SN Ia) at the petascale. Each code is designed to perform optimally
for a particular flow regime. For the early convective phase of a carbon/oxygen white dwarf leading up
to ignition, we use MAESTRO [3], a hydrodynamics code based on a low Mach number approach that
allows long-time integration of highly subsonic flow. The time step in MAESTRO is controlled by the
fluid velocity instead of the sound speed, allowing a much larger time step than would be taken with a
compressible code. Once the star ignites and the fluid begins to travel at speeds no longer small
relative to the speed of sound, the low Mach number assumption is invalid and the fully compressible
equations must be solved to simulate the final seconds of stellar evolution before the explosion. We
simulate the explosion phase of SNe Ia with CASTRO [1], a fully compressible hydrodynamics code.
Finally, SEDONA [2], a multidimensional, time-dependent, multi-wavelength radiation transport
code, is used to calculate the light curves and spectra from the resulting ejecta, enabling direct
comparison between computational results and observation. All three codes have been designed to
harness the resources of the most powerful supercomputers available, and scale well to 100k—200k
cores.

MAESTRO and CASTRO use structured grids with adaptive mesh refinement (AMR); SEDONA
uses an implicit Monte Carlo approach. A time step in CASTRO requires the fully explicit advance of
a hyperbolic system of conservation laws, as well as the computation of self-gravity. A time step in
MAESTRO is composed of explicit advection as well the solution of a variable-coefficient Poisson
equation that follows from the velocity constraint resulting from the low Mach number approximation.
A time step in each code also involves evaluations of the equation of state as well as computation of
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any reactions. In addition to simulations of SNe Ia (see Figure 1), CASTRO is also being used to study
core-collapse and pair-instability supernovae, and MAESTRO is being applied to convection in
massive stars, X-ray bursts, and classical novae.

Figure 1. (Left) MAESTRO simulation of convection in a white dwarf preceding
a SN Ia. Shown are contours of radial velocity (red = outward, blue = inward) and
nuclear energy generation. This simulation was performed using Jaguar at OLCF
with an effective 768> resolution and used approximately 1 million CPU-hours.
(Right) CASTRO simulation of nucleosynthesis during the explosion phase of a
SN Ia. Shown are the nuclear burning products (orange = iron, light blue = silicon
and calcium, dark blue = helium). This simulation was performed by Haitao Ma at
UC Santa Cruz using Franklin at NERSC with an effective 8192° resolution and
used approximately 2 million CPU-hours.

2. Software Infrastructure

MAESTRO and CASTRO are implemented using the BoxLib framework developed in the Center for
Computational Sciences and Engineering at LBNL. BoxLib is a hybrid C++/Fortran90 software
system that provides support for the development of parallel structured-grid AMR applications. In
BoxLib, the memory management, flow control, parallel communication, and I/O are abstracted from
the physics-specific routines, thus enabling many different applications to be built on the same
software framework. SEDONA is implemented in a modern C++ framework that supports the
massively parallel Monte Carlo approach.

The fundamental parallel abstraction in BoxLib is the MultiFAB, which holds the data on the union
of disjoint rectangular grids at a level of refinement. A MultiFAB is composed of FABs; each FAB is
an array of data on a single grid. We use a coarse-grain parallelization strategy to distribute FABs to
nodes, where the nodes communicate with each other using MPI. We also use a fine-grain
parallelization strategy in the physics-based modules and the linear solvers, in which we use OpenMP
to spawn a thread on each core on a node. Each thread operates on a portion of the associated FAB.
FABs at each level of refinement are distributed independently.

Each node contains meta-data that is needed to fully specify the geometry and node assignments of
the FABs. At a minimum, this requires the storage of an array of boxes specifying the index space
region for each AMR level of refinement. The meta-data can thus be used to dynamically evaluate the
necessary communication patterns for sharing data between nodes for operations such as filling data in
ghost cells and synchronizing the solution at different levels of refinement. Evaluating these
communication patterns requires computation of the intersections of the grids themselves with
rectangular patches that represent grids with ghost cells. A simple, brute force algorithm for doing so
requires O(N?) operations, where N is the number of grids. This operation becomes expensive for
problems with large numbers of grids, so we have implemented a hash sorting algorithm to reduce the
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cost. Essentially, we subdivide the domain into multiple rectangular regions of index space, and sort
the grids into these regions based on the lowest value in index space of each grid. Each region is large
enough that a grid based in one region extends no further than the nearest neighbor regions. We use
the knowledge of which region each grid “lives in” to restrict our search for intersecting grids to only
that region and its neighbors. If M is the number of regions covering the domain, this reduces an
O(N ?) operation to an O(N + N / M) operation. In order to reduce the number of times the hash sort
is called, we cache communication patterns that are most frequently used.

3. Scaling Results

We present scaling results demonstrating that our codes can efficiently run on the largest
supercomputers (see Figure 2). We use a weak scaling approach, in which the number of cores
increases by the same factor as the number of unknowns in the problem. For the MAESTRO runs, we
keep the one-dimensional radial base state fixed in time for this study; for the CASTRO runs we use
the monopole approximation for self-gravity. In the MAESTRO and CASTRO tests, we simulate a full
star on a three-dimensional grid. In the multilevel calculations the inner 12.5% of the domain is
refined. The results were obtained using Jaguar at OLCF, in which two hex-core sockets share
memory on a node. Thus we either assign one MPI process per socket (in which case we spawn 6
threads), or one MPI process per node (in which case we spawn 12 threads). In each case, a single
thread is assigned to a single core. We note that CASTRO scaling behavior is relatively insensitive to
using 6 or 12 threads. MAESTRO has better scaling performance when using 12 threads at a cost of
additional thread overhead time due to threading across different sockets. The SEDONA scaling test
was performed using Intrepid at ANL using a pure-MPI approach, and shows the parallel performance
expected of a Monte Carlo method.

Figure 2. (Top-Left) CASTRO scaling results
and (Top-Right) MAESTRO scaling results on
Jaguar at OLCF. (Bottom) SEDONA scaling
results using Intrepid at ANL. Each test uses a
weak scaling approach in which the number of
cores increases by the same factor as the number
of unknowns in the problem. With perfect scaling
the curves would be flat.
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As shown in Figure 2, CASTRO scales well for the single-level and multilevel problems. We can
also determine the AMR overhead using this data. Because of subcycling in time, a coarse time step
consists of a single step on the coarse grid and two steps on the fine grid. Thus, we would expect that
the time to advance the multilevel solution by one coarse time step would be a factor of three greater
than the time to advance the single-level coarse solution by one coarse time step, plus any additional
overhead associated with AMR. From the data in the figure we conclude that AMR introduces a
modest overhead, ranging from approximately 15% for the 4,000 core case to 18% for the 196,000
core case. By contrast, advancing a single-level calculation at the finer resolution by the same total
time, i.e., two fine time steps, would require a factor of 16 more resources than advancing the coarse
single-level solution.

The overall scaling behavior for MAESTRO is not as close to ideal as that of CASTRO due to the
linear solves performed at each time step. However, MAESTRO is able to take a much larger time
step than CASTRO for flows in which the velocity is a fraction of the speed of sound, enabling the
longer integration times needed to study convection.

4. End-to-End Capability

Performing an end-to-end simulation requires that a CASTRO simulation be initialized with the
correctly transformed data from a MAESTRO simulation, and that SEDONA be initialized with data
from a CASTRO simulation. SEDONA takes as input the density, velocity and compositional
structure of the material ejected in the explosion and synthesizes emergent model spectra, light curves
and polarization, which can then be compared directly against observations. This stage of the end-to-
end simulation capability is straightforward; the only remaining task is to modify SEDONA to read
the data from CASTRO's AMR hierarchy rather than from a uniform grid.

Initializing a CASTRO simulation with data from a MAESTRO simulation is analytically more
complicated due to the difference between the low Mach number approach and a fully compressible
approach. However, the fact that MAESTRO and CASTRO share a common software framework
makes the implementation straightforward. Here we demonstrate the successful mapping from
MAESTRO to CASTRO for a two-dimensional test problem, that of an in flowing jet.

The computational domain is 1 ¢cm on each side, and the pressure and density are set to terrestrial
conditions with zero initial velocity. At the inflow face, we apply a normal velocity with a maximum
Mach number of 0.1, specifically,

V= {0.01 + 0.045[tanh(100(Xx — 0.4)) + tanh(100(0.6 — X))]} cm =s . (1)

The inflow density is set to half of the initial value inside the domain. In Figure 3, we show the density
and pressure fields computed with MAESTRO and CASTRO to t = 300 us. In the CASTRO
simulation, an acoustic wave is launched from the inflow boundary. The acoustic signal bounces
around the domain until later times, when the solution has mostly equilibrated. In Figure 4, we show
the results from initializing a CASTRO simulation using the MAESTRO data from t = 200 4S. Shortly
afterwards, the acoustic signal originating from the inflow boundary has equilibrated, and the final-
time data closely matches the simulations in Figure 3.
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Figure 3. Evolution of a low Mach
number jet showing (top) density,
(middle) = MAESTRO  pressure,
(bottom) CASTRO pressure for the
inflow jet problem at 4 different
times in the evolution. The density
plots are indistinguishable between
the MAESTRO and CASTRO
simulations.

Figure 4. Jet evolution using the
MAESTRO dataset from t = 200 us
(see Figure 3) to initialize a
CASTRO simulation. Here, the time
sequence corresponds to the last two
columns of Figure 3.
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Abstract. We present simulations of a laboratory-scale low swirl burner fueled with hydrogen
at atmospheric pressure. The study uses detailed chemistry and transport including a sub-
mechanism for computing nitrogen emissions. The simulation shows how the cellular burning
structures characteristic of lean premixed hydrogen combustion lead to enhancements in the
NOx emissions from these flames. Analysis of the simulation data illustrates the chemical
pathways that lead to nitrogen emissions and how they are enhanced within local regions of
intense burning.

1. Introduction

Combustion devices based on lean premixed flames generate substantially lower NOy emissions than
equivalent nonpremixed or stoichiometric premixed systems [3]. For lean premixed systems, the
reduction in NOy emissions is believed to be a direct consequence of the lower post-flame gas
temperatures. Recent laboratory experiments have shown that ultra-lean hydrocarbon flames (with fuel
concentrations well below lean blow-off limits) can in fact be stabilized in a turbulent burner if the
fuel mixture is enriched with H, [8]. Hydrogen addition enhances the effective flame speed and auto-
ignition processes of the mixture [7], both of which lead to an increased resistance to strain-induced
extinction. However, NOy emission do not decrease uniformly with increasing hydrogen enrichment
relative to the hydrocarbon fuel. In a recent experimental study [2], pure Hj-air flames at
8 atmospheres exhibited a pronounced “floor” at 1 ppm NO in the exhaust stream, below which
further reduction in the adiabatic post-flame gas temperature had no effect on the measured emissions.
Moreover, this “floor” was a factor of two or three higher than values produced in the same burner
using ultra-lean hydrocarbon mixtures (seeded with hydrogen) that had comparable post-flame gas
temperatures.

Here, we simulate a laboratory scale model of a low swirl burner fueled by hydrogen at an
equivalence ratio of ¢ = 0:37 at atmospheric pressure with nitrogen emissions chemistry. Our goal is to
identify the underlying mechanism that control the formation of nitrogen emissions in this type of
flame. To accurately capture the emissions formation and dynamics, simulations are performed with a
detailed kinetics model for hydrogen chemistry including the relevant nitrogen chemistry and detailed
transport. The simulations fully resolve the turbulent flow and internal flame structure so that no
model for turbulence/chemistry is required.

2. Numerical Methodology

The simulations presented here are based on a low Mach number formulation [13,9] of the reacting
Navier-Stokes equations. The methodology treats the fluid as a mixture of perfect gases ignoring
Soret, Dufour and radiative transport processes. We use a mixture-averaged model for differential
species diffusion, which is critical for capturing the thermodiffusive behavior of lean hydrogen flames
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(see [6] for a complete discussion of this approximation). A detailed chemical description containing
15 species and 58 reversible Arrhenius reactions is used to describe premixed hydrogen-air
combustion and subsequent NOy formation. This mechanism was derived by rate-of-production and
sensitivity analyses from a full reaction mechanism [10,11] to obtain the minimum reaction set that
describes NO formation in H, oxidation at lean conditions. It includes NO formation routes through
NNH and N,O, as well as the thermal mechanism. The reactions involving nitrogen emission are
presented in Table 1. Addition detail along with two dimensional studies of NOy emissions in H,
flames at various equivalence ratios are presented in [1].

Table 1. Thermal and NNH/N,O formation routes for NO. For each reaction, i,
the forward progress rate k = A4:T™ exp (—E/RT) (moles/cn? - s), where
A, n;, E;, (cal/g - K) are given below.

The numerical methodology uses a finite-volume numerical discretization [4] that combines a
symmetric operator-split treatment of chemistry and transport with a density-weighted approximate
projection method to impose the low Mach number constraint. The integration proceeds on the time
scale of the advective transport; faster diffusion and chemistry processes are treated implicitly in time.
The integration scheme is embedded in an adaptive mesh refinement algorithm based on a hierarchical
system of rectangular grid patches. The complete integration algorithm is second-order accurate in
space and time, and discretely conserves species mass and enthalpy. The methodology is implemented
in parallel using a hybrid programming model. Patches of data are distributed over nodes using a
coarse-grained load distribution strategy based on MPI. Within nodes, fine-grained parallelization
within patches is implemented using a thread-based approach using OpenMP. The hybrid
implementation scales well to 50K processors.

The configuration uses a 2.5 cm radius nozzle with mean flow specified from experimental
measurements provided by Petersson et al. [12] for a case with mean flow of 6 m/s, scaled uniformly
by 250% to approximate profiles at a higher fueling rate of 15 m/s. Turbulent fluctuations matched to
experimentally measured turbulent intensities and integral length scales are added to the mean flow.
Outside the nozzle, a 35 cm/s upward coflow of air at 300K is imposed.

The simulation domain measures 25 cm % 250 cm x 25 cm and is discretized using a base mesh of
256°. Three levels of grid refinement, each by a factor of 2, dynamically track regions of high vorticity
(turbulence) and reactivity (combustion/flame), and the resulting effective resolution is 2048°. Note
that this configuration, and the simulation parameters, are identical to the high-turbulence lean
hydrogen case discussed in [5], except for the inclusion of detailed emission chemistry. In that work,
we demonstrated that this level of resolution is adequate to capture the detailed structure of the flame
including the peak fuel consumption, the thermal field and major species.
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3. Simulations Result and Analysis

The inclusion of emissions chemistry does not change

the basic flame structure, which is described in [5].

The overall flame shape and structure of the NO

profile are shown in Figure 1. Here, we focus on the

details of the nitrogen chemistry in the core of the

flame above the nozzle, specifically for r <2.5 cm.

For this analysis, we construct a local coordinate

system around the flame using T as a progress

variable. We identify the flame surface with the

T=1144 isotherm and extend the coordinate system

on either side by following integral curves of VT . We

then construct a triangularization of the original

surface. For each triangle, we extend off the surface to

form tubes with triangular cross-section which we will

refer to as “flamelets.” We then sample T , fuel

consumption and reaction rates associated with the Figure 1. Cutaway of flame snapshot.

nitrogen chemistry over each flamelet, which are then Isovolume (enclosed in blue, colored on

sorted and binned according to the peak fuel exposed surfaces) of NO concentration,

consumption rate, and conditionally averaged in fuel boundary is semi-opaque red surface,

temperature space. and grey represents vertical structures at
Figure 2(a) shows the distribution of burning shear layer of turbulent swirling flow.

strength bins where they intersect the T = 1144K

isotherm. For several representative bins, Figures 2(b—d) show conditional mean NO production rates

with temperature for the dominant contributors using the numbering in Table 1. The conditional mean

total NO production rate (shown as the solid black line in the Figure 2) consists primarily of

contributions from the “thermal” (®no_merm, dotted black line) and NNH (®no nny dashed black line)

routes. The thermal route consists of three reactions that create NO from O,, N,, and the N radical;

these are typically associated with high temperature (T = 1700). The NNH route is initiated when N,

combines with H to form NNH. NNH then reacts to produce either N,O or the pair, NO and NH. Of

the N,O created, approximately 90% is converted back to N,, and the remainder reacts to NO. The NH

reacts to N, and then proceeds to NO through the thermal route. Even though most of the nitrogen

passing through the NNH route is recycled back to N,, the fraction that reacts to NO still accounts the

bulk of the NO production. It is interesting that both the NNH and thermal rates become significant

when T = 1300; the adiabatic flame temperature for this fuel mixture is 1360 K, and peak

temperatures are observed in excess of 1740 K across all flamelet groups. Similar increases in NO

production by the NNH and thermal routes were observed in methane-air mixtures seeded with H, [7].
Figure 2 suggests that although the strongest burning regions produce NO at a rate that is as high as

20 times that of the weakly burning regions at comparable temperatures, most of the flame is actually

burning at relatively weak rates. Figure 3(a) shows integrated NO production as a function of T,

showing that the majority of NO is generated near 1500 K. Also, we see that *80% of the NO is

created through the NNH route, while ~20% is generated via the thermal route. Figure 3(b) shows a

quantitative reaction path diagram, where the thickness of the graph edges is scaled to the transfer rate

of nitrogen atoms between species pairs. The data is integrated over the flame region where r < 2.5cm,

and over the entire temperature range. Contributions to each edge are collected into 3 burning groups

(see caption), and represented as percentages of total NO production. The N, — N,O path shows a

negative contribution for the weak flames, indicating that the path actually reverses. In spite of the

extremely large NO production rates in the hotspot regions, the weakly burning parts of the flame

account for over half of the total NO production.
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Figure 2. Emission chemistry in a turbulent lean
hydrogen-air low-swirl flame. The flame surface is
divided into local flamelets, and binned by peak burning
rate. (a) T = 1144K, colored where it intersects the
flamelets by corresponding bin number (blue = 1, red =
10). (b—d) Conditional mean rates for the dominant
reactions producing NO, along with the total NO
production (black curve). Dotted black curves represent
the total contribution due to the “thermal” sub-
mechanism; dashed curves indicate the total due to the
NNH sub-mechanism.

SciDAC 2010

Figure 3. (a) Distribution of integrated
emissions production and (b) Path diagram
quantifying the integrated transfer rate of
N atoms between species, normalized by
the total rate of N atoms into NO. Each
path indicates the contribution (in percent
of NO production rate) from the weak
(0peax = 0 — 40peak 037, blue), intermediate
(Opeax = 4 — 9Wpear 037, green) and strong
(®peak = 9 — 13®pear 0,37, red) flames, where
Opeak037 1S the peak consumption rate of
the flat flame at ¢=0.37.

The premixed hydrogen flame simulated here shows the cellular structure characteristic of
thermodiffusively unstable flames. These cellular structures lead to significant enhancement in the
local burning and, not surprisingly, increases in the level of nitrogen emissions. Local flamelet
analysis confirms this behavior and that the dominant pathway is through NNH. Similar results were
shown in [1]; however, the more intense turbulence here leads to increased emissions.

Future work will examine the emissions chemistry in greater detail including NO, formation and
emissions characteristics in the shear-layer region of the nozzle flow. Finally, we will look at the
effects of elevated pressure and a range of equivalence ratios in order to confirm that the processes we
have identified are applicable to the experimental data showing the NOy floor.
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Abstract. Increases in computational power allow lattice field theories to resolve smaller
scales, but to realize the full benefit to scientific discovery, new multi-scale algorithms must
be developed to maximize efficiency. Examples of new trends in algorithms include adaptive
multigrid solvers for the quark propagator [1] and an improved symplectic Force Gradient
integrator [2] for the Hamiltonian evolution used to include the quark contribution to vacuum
fluctuations in the quantum path integral. Future challenges to algorithms and software
infrastructure targeting many-core GPU accelerators [3] and heterogeneous extreme scale

computing are discussed.

1. Introduction

Lattice field theory (LFT) provides a framework for the numerical solution of Quantum
Chromodynamics (QCD), the fundamental theory for Nuclear Physics (NP) and the crucial non-
perturbative core of the Standard Model for High Energy Particle Physics (HEP). Remarkable
progress has been made in recent years by the development of a range of algorithmic and software
tools and advanced high performance architectures supported in large part by SciDAC and
the INCITE programs at the Deparment of Energy. This has enabled ab initio calculations
of important parameters at a precision comparable to and sometimes exceeding experimental
results. A new application of lattice field theory is the exploration of possible mechanisms
beyond the standard model for the dynamical breaking of electro-weak symmetry, the current

focus of the experimental program at the Large Hadron Collider (LHC) in Geneva.
154



U.S. Department of Energy Scientific Discovery through Advanced Computing
SciDAC 2010

These advances in lattice QCD simulation have been largely based on a simple but clearly
successful single scale algorithmic and software paradigm. The fundamental data structure of
lattice field theory is a uniform hypercubic grid. On this grid we require two basic operations:

e A sparse matrix solver to compute the propagation of fermions (e.g.quarks) in a background
of “rough” chromo-electromagnetic (gluon) fields.

e A symplectic integrator for the Hamiltonian evolution to produce large ensembles of typical
background field configurations.

Efficient algorithms for both operations exploit the simplicity of a uniform and static map from
the 4-d lattice onto a homogeneous parallel architecture. Each processing element is assigned a
regular space-time subvolume communicating with its neighbors on the 4-d hypercubic grid. This
approach coupled with steady improvements of the Krylov solvers and symplectic integrators
has indeed yielded impressive results. However the underlying single scale paradigm of
lattice field theory software will almost certainly fail to sustain optimal performance
at extreme scales.

The reasons for this paradigm shift are twofold: physics and hardware. First as the
power of computational resources increases, accuracy is gained by resolving smaller length
scales. This means going to larger lattice volumes (L) and smaller lattice spacing (ajattice)-
As a result traditional local relaxaation algorithms become ill-conditioned and suffer from
critical slowing down. To take full advantage of this increased power requires new multi-scale
algorithmic advances. Second it appears inevitable that extreme scale computer architectures
will become increasingly heterogeneous, composed of nodes with O(1000) cores integrated into
a hierarchical network. There is an urgent need to focus resources on the multi-scale/many-
threaded restructuring of the lattice field theory software infrastructure required in the transition
to the exascale. To co-ordinate this transformation calls for co-design spanning the disciplines
from physics, to applied mathematics, to computer science and computer architecture.

2. Multiple scales in Lattice Field Theory

Lattice QCD is intrinsically multi-scaled. This is not obvious from the Lagrangian (or classical
differential equations) as the only scale is the quark mass, which to a tolerable accuracy
can be set to zero. However the mysterious property of quark confinement introduces an
intrinsic scale! (I, =~ mgrloton) reflected clearly in the substructure of quantum fluctuations
of the chromo-electromagnetic field illustrated [4] in Fig. 1. This scale is a result of so
called “spontaneous breaking of conformal or scale invariance”. Then another non-perturbative
phenomena, “spontaneous breaking of chiral symmetry”, gives a larger length controlled by the
two lightest quark masses. For QCD this accounts for a scale hierarchy for the pion relative to
the proton of mpyoton/mx =~ 7. Combined with the artificial numerical scales of any computer

simulations: the lattice spacing (ajqattice) and the box size (Lyp,, ), we have a multi-scale hierarchy,

Ulattice < lo ™ Myprioron < Myt < Liog | (1)

! In natural units with ¢ = & = 1, length scales are the same as inverse masses.
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that current advances in hardware and algorithms are just beginning to fully accommodate. To
accomodate this hierarchy requires lattice volumes on order of L* = 100* just beginning to be
practicable on Petascale hardware. This is just one example of additional scales encountered in

] IENERRs +—
i

-
J‘—'_J"Jr#—-v‘——lt—L &0

Figure 1. A typical fixed “time” slice of the four-dimensional space-time structure of gluon-field
configurations contributing to the the lattice field theory ensemble [4].

lattice field theory applications; others include the quark gluon plasma at finite temperature, the
binding of nucleons in nuclear physics, heavy quarks decays and strong binding alternatives to the
Higgs mechanism, all of which will be of increasing interest as Exaflops computing enables new
avenues of research. Already as we describe next, as a consequence of this scale heiarchy, we are
beginning to seeing a clear advantage to multi-scale solvers relative to the best implementation

of the conjugate gradient algorithm.

3. Adaptive Multigrid Dirac Solver
Multi-scale algorithms for QCD are still in their infancy. However after initial attempts almost
25 years ago the first successful QCD multigrid algorithm has finally been formulated[1]. The
basic idea of using a coarse representation of the Dirac operator on lattices of increasing
lattice spacing appears at first to be an obvious extension of the basic principles central to
the renormalization group itself. Indeed early attempts, generally inspired by this observation,
did succeed in formulating a variety of gauge invariant coarsening schemes but they all failed
to improve convergence at the length scale [,, where the underlying lattice gauge field becomes
rough. Indeed as Brower, Edwards, Rebbi and Vicari [5] demonstrated this failure occurred
uniformly when the product of the mass gap m, and the coherence length [, is of order one:
mgle = O(1).

The new element in Adaptive Multigrid for QCD [1] is the use of the slow convergence of
the fine level solver to automatically discover the near null space and subsequently used these
modes as interpolation elements to construct thel%o6arse grid Dirac operator on the next level (see
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Figure 2. The adaptive multigrid performance Figure 3. The “smooth” near null sub-
for the Wilson-clover Dirac lattice operator as space is projected onto a coarse operator in
a function of quark mass relative to the best a multigrid V-cycle.

Krylov solvers.

Fig. 3). Applied to the Wilson-clover inverter on a 323 x 256 anisotropic lattice, it outperforms
the best single scale methods by 20x at the lightest quark masses as demonstrated in Fig. 2.
Extensions of adaptive multigrid are underway for Domain Wall and Staggered fermions as well
as to Hamiltonian evolution to generate lattice ensembles.

4. Force Gradient Integrator

The ensemble of gauge configurations is generated by a Markov process for the equilibrium
distribution of gluons interacting with the vacuum fluctuation of the fermion (e.g. quark)
field. Because of the non-local contribution of the determinant of the Dirac matrix, this
is accomplished using a so-called Hybrid Monte Carlo (HMC) process which requires the
integration of Hamiltonian dynamics in “Monte Carlo time” followed by a Metropolis acceptance
test. The optimization of the integration and acceptance involves splitting the Hamiltonian onto
multiple time scales and employing a symplectic nested integration scheme. Current integrators
split the Hamiltonian into separate terms with variable time steps, and a 4th order multi-
time step symplectic integrator is used for each component. The Force Gradient integrator is
a recent refinemnet that involves tuning the higher order contribution from the expansion in
Poisson brackets of the exactly conserved “shadow Hamiltonian” to minimize the error relative
to the continuum Hamiltonian [2]. As seen in the Fig. 4 below the step size can be increased
at 75% acceptance rate relative to earlier symplectic integrators. This improves the efficiency
substantially, particularly in the limit of light quark masses.

5. GPU Testbed and Future Directions
The exascale era promises to dramatically expand the ability of lattice field theory to investigate

the multiple scales in nuclear physics, the quark-gluon plasma as well as possible strong dynamics
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Figure 4. Change 0H in the Hamiltonian over an entire trajectory as a function of the
integration step size d7. The dashed line indicates the value of dH that corresponds to a
75% HMC acceptance rate.

beyond the standard model. Increasingly complex scale-aware QCD algorithms are a challenge
to software engineering and the co-design of the heterogeneous architecture to support them.
At present the multi-GPU cluster offers a useful preview of the challenge at the level of 100’s of
cores per node with a relatively low bandwidth interconnect. Development of new algorithms
to meet this challenging architecture include communication reduction by (Schwarz) domain
decomposition, multi-precision arithmetic, data compression and local reconstruction. The
QUDA library for QCD on GPU clusters[3] being developed at Boston University under the
SciDAC project provides a software platform for these investigations. As an early hint of
the marriage of multi-scale algorithms with many-core technologies, we estimate that the 20x
speed up of the multigrid solver above when combined with 5x cost improvement of the current
Nvidia Fermi processor will give a multiplicative reduction of the cost per Dirac solve of O(100).
While very promissing, we note that extending this initial multi-scale methodology to full scale
lattice calculation remains a very challenging problem at the intersection of physics, applied
mathematics and computer science with tremendous potential for advancing this science.
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Abgtract. Type Ia supernovae are bright stellar explosions thought to occur when a
thermonuclear runaway consumes roughly a solar mass of degenerate stellar material. These
events produce and disseminate iron-peak elements, and properties of their light curves allow
for standardization and subsequent use as cosmological distance indicators. The explosion
mechanism of these events remains, however, only partially understood. Many models posit
the explosion beginning with a deflagration born near the center of a white dwarf that has
gained mass from a stellar companion. In order to match observations, models of this
single-degenerate scenario typically invoke a subsequent transition of the (subsonic)
deflagration to a (supersonic) detonation that rapidly consumes the star. We present an
investigation into the systematics of thermonuclear supernovae assuming this paradigm. We
utilize a statistical framework for a controlled study of two-dimensional simulations of these
events from randomized initial conditions. We investigate the effect of the composition and
thermal history of the progenitor on the radioactive yield, and thus brightness, of an event. Our
results offer an explanation for some observed trends of mean brightness with properties of the
host galaxy.

1. Introduction

Type la supernovae (SNe la) are bright stellar explosions distinguished principally by a lack of
hydrogen and strong silicon features in their spectra (for reviews, see [1,2]). Properties of the light
curves of these events allow their use as distance indicators at cosmological distances [3.4,5], and
these are at present the most powerful and best proved technique for studying dark energy [6,7,8,9,10].
Accordingly, there are many observational campaigns underway striving to gather information about
the systematics of these events and to better measure the expansion history of the Universe (see [11]
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and references therein). These events are also responsible for producing many of the heavy
(iron-group) elements found in the galaxy and are therefore critical to galactic chemical evolution [12].

Despite their widespread use as distance indicators and their importance to galactic chemical
evolution, much of what is known about SNe Ia follows from empirical relationships, not a theoretical
understanding of the explosion mechanism. Motivated principally by cosmological studies,
observational campaigns are uncovering the rich phenomenology of these events at an unprecedented
rate and the future promises even more (the Dark Energy Survey, LSST, JDEM, see [13]).
Accordingly, the goal of modeling SNe Ia is a theoretical understanding of the observed properties,
particularly the intrinsic scatter of these events and the source of any systematic trends. Understanding
and quantifying these are essential to their effective use as distance indicators [5,14].

A widely accepted view is that SNe Ia are the thermonuclear incineration of a white dwarf
composed principally of carbon and oxygen that has gained mass from a companion star [2]. In this
scenario, the white dwarf gains mass, compressing the core until an explosion ensues. Recent
observational evidence, however, does suggest other progenitors such as the merging of two white
dwarf may explain many events [15,16,17]. Regardless of the exact mechanism, the “upshot” is that
these events synthesize ~0.6My of radioactive *Ni, and the decay of this radioactive *Ni, not the
explosion energy, powers the light curve. There is a correlation, obeyed by the vast majority of SNe
Ia, between the peak brightness and the timescale over which the light curve decays from its
maximum. This “brighter is broader” relation [3] explains the property of these events that allows their
use as distance indicators—by observing the decline from maximum light, one can infer the peak
brightness. The correlation is understood physically as stemming from having both the luminosity and
opacity being set by the mass of 56Ni synthesized in the explosion [18,19,20].

1.1. Observational trends of SNe la

Many contemporary observations address correlations between the event and properties of the
progenitor galaxy. Of particular interest are correlations between the brightness of an event and the
isotopic composition of a galaxy and its age, measured by the intensity of star formation.

The proportion of material that has previously been processed in stars, i.e., elements other than
hydrogen and helium, which are collectively referred to as “metals,” is a measurable property of the
galaxy. (The relative abundance of these elements is referred to as the galaxy’s “metallicity.”) The
presence of these elements in a progenitor white dwarf influences the outcome of the explosion by
changing the path of nuclear burning, which influences the amount of **Ni synthesized in an event.
Because the decay of °Ni powers the light curve, metallicity can directly influence the brightness of
an event. Observational results to date are consistent with a shallow dependence of brightness on
metallicity, with dimmer events in metal-rich galaxies, but are unable demonstrate a conclusive trend
[21,22,23,24]. Determining the metallicity dependence is challenging because the effect appears to be
small, is difficult to measure, and there are systematic effects associated with the mass-metallicity
relationship within galaxies [22]. This effect is also difficult to decouple from the apparently stronger
effect of the age of the parent stellar population on the mean brightness of SNe la [22,24,25].

When galaxies form, they are rich in hydrogen gas and undergo a period of intense star formation.
Observations also target correlations between the brightness of an event and the age of a galaxy
measured as the elapsed time from the period of intense star formation. Some observations indicate
that the dependence of the SN Ia rate on delay time (elapsed time between star formation and the
supernova event) is best fit by a bimodal distribution with a prompt component less than 1 Gyr after
star formation and a tardy component several Gyr later [26,27]. Other studies only indicate a
correlation between the delay time and brightness of SNe Ia with dimmer events occurring at longer
delay times [28,24,23,29].
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1.2. The deflagration to detonation transition model

We explore the systematics of these events with models that assume the explosion occurs in a
carbon-oxygen white dwarf that has gained mass from a companion. Here we briefly describe this
explosion scenario and the physics involved.

The core of a white dwarf is dense enough that electrons are subject to quantum mechanical effects,
specifically the Pauli exclusion principle, that prevents the electrons from occupying the same
quantum states [30]. The result is that electrons are forced into higher energy states, and the reaction to
this forcing acts as a pressure that supports the star. Matter in this high-density condition is said to be
“degenerate,” and the case of interest, a white dwarf that has gained mass from a companion, is known
as the “single degenerate” scenario.

If a white dwarf gains mass from a binary companion, the central density and temperature increase,
and the star may eventually collapse to a neutron star. For a white dwarf composed principally of
carbon and oxygen, before the collapse can occur the density and temperature reach values at which
carbon fusion begins and the star enters a period of simmering that drives convection in the core
producing a growing convective zone [31,32]. After ~10°yr the local temperature is hot enough that
the burning timescale becomes shorter than a convective turnover time so that a local patch runs away
and a subsonic flame is born, initiating the explosion [32].

Early one-dimensional simulations of the single-degenerate case showed that the most successful
scenario follows the initial deflagration (subsonic reaction front) with a (supersonic) detonation, i.e. a
deflagration-detonation transition (DDT [33,34]). Models with such a delayed detonation naturally
account for some spectral features and the chemical stratification observed in the ejecta [35]. While
one-dimensional models are able to reproduce observed features of the light curve and spectra, much
of the physics is missing. Of particular concern is the degree to which the white dwarf expands during
the deflagration phase of the explosion, which multidimensional simulations show depends on the
behavior of fluid instabilities at the flame front. The degree of expansion during the deflagration phase
is critical to the explosion because it determines the density at which the majority of the stellar
material burns, which in turn controls the nucleosynthetic yield. Capturing the effects of fluid
instabilities is therefore essential to modeling this process and necessitates the development of
multidimensional models. By relaxing the symmetry constraints on the model, buoyancy instabilities
are naturally captured leading to a strong dependence on the initial conditions of the deflagration.
Some cases with a DDT criterion based on previous one-dimensional studies indicated the result is too
little expansion of the star prior to the detonation [36,37,38,39]. Multidimensional models, however,
may reach the expected amount of expansion prior to the DDT with the choice of particular ignition
conditions and thus retain the desirable features from one-dimensional models [40,41,42,43]. Our
investigation centers on how properties of the progenitor white dwarf that follow from properties of
the host galaxy or its evolutionary history influence this DDT scenario and hence the brightness of an
event measured by the *°Ni yield.

2. The Systematics of SNelain the DDT Scenario

In Townsley et al. (2009) [44] we investigated the direct effect of reprocessed stellar material (metals)
in the host galaxy via the initial neutron excess of the progenitor white dwarf. Because of weak
interactions, metals produced by nuclear burning are more neutron rich than hydrogen and helium,
and, accordingly, the neutron excess of these elements is thought to drive the explosion yield toward
stable iron-group elements. Thus, there is relatively less radioactive *°Ni in the NSE mix, which results
in a dimmer event [45]. We investigated this effect by introducing **Ne into the progenitor white dwarf
as a proxy for (neutron-rich) metals. The presence of **Ne influences the progenitor structure, the
energy release of the burn, and the flame speed. The study was designed to measure how the **Ne
content influences the competition between rising plumes and the expansion of the star, which
determines the yield. We performed a suite of 20 DDT simulations varying only the initial **Ne in a
progenitor model, and found a negligible effect on the pre-detonation expansion of the star and thus
the yield of NSE material. The neutron excess sets the amount of material in NSE that favors stable
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iron-group elements over radioactive *°Ni. Our results were consistent with earlier work calculating
the direct modification of *°Ni mass from initial neutron excess [45].

In Jackson et al. (2010) [46] we expanded the Townsley et al. study to include the indirect effect of
metallicity in the form of the **Ne mass fraction through its influence on the density at which the DDT
takes place. We simulated 30 realizations each at 5 transition densities between 1 —3 x 10’ g cm™ for
a total of 150 simulations. We found a quadratic dependence of the NSE yield on the log of the
transition density, which is determined by the competition between rising unstable plumes and stellar
expansion. By then considering the effect of metallicity on the transition density, we found the NSE
yield decreases slightly with metallicity, but that the ratio of the 56Ni yield to the overall NSE yield
does not change as significantly. Observations testing the dependence of the yield on metallicity
remain somewhat ambiguous, but the dependence we found is comparable to that inferred from [47].
We also found that the scatter in the results increases with decreasing transition density, and we
attribute this increase in scatter to the nonlinear behavior of the unstable rising plumes.

In Krueger et al. (2010) [48] we investigated the effect of central density on the explosion yield.
We found that the overall production of NSE material did not change, but there was a definite trend of
decreasing *°Ni production with increasing progenitor central density. We attribute this result to higher
rates of weak interactions (electron captures) that produce a higher proportion of neutronized material
at higher density. More neutronization means less symmetric nuclei like **Ni, and, accordingly, a
dimmer event. This result may explain the observed decrease in SNe Ia brightness with increasing
delay time. The central density of the progenitor is determined by its evolution, including the transfer
of mass from the companion. If there is a long period of cooling before the onset of mass transfer, the
central density of the progenitor will be higher when the core reaches the carbon ignition temperature,
thereby producing less *Ni and thus a dimmer event. In addition, we found considerable variation in
the trends from some realizations, stressing the importance of statistical studies.

Our approach in these investigations has been to isolate facets of the problem expected to follow
from properties of the host galaxy or evolution history of the progenitor white dwarf and perform a
controlled statistical analysis of a ensemble of multidimensional simulations (described below). Not
surprisingly, many other possible systematic effects exist (outlined in [44]) that were held fixed in each
study. The ultimate goal of our research into thermonuclear supernovae is to consider the
interdependence of all of these effects in the construction of the full theoretical picture.

3. Methodology

Our methodology for the theoretical study of thermonuclear supernovae consists of four principal
parts. First is the ability to construct parameterized, hydrostatic initial white dwarf progenitors that can
freely change thermal and compositional structure to match features from the literature about
progenitor models [46]. Second is a model flame and energetics scheme with which to track both
(subsonic) deflagrations and (supersonic) detonations as well as the evolution of dynamic ash in NSE.
This flame/energetics scheme is implemented in the Flash hydrodynamics code [49,50,51]. Third is
utilization of a scheme to post-process the density and temperature histories of Lagrangian tracer
particles with a detailed nuclear network in order to calculate detailed nucleosynthetic yields [52,53].
Fourth, we developed a statistical framework with which to perform ensembles of simulations for
well-controlled studies of systematic effects. Below we highlight the flame model and the statistical
framework. Complete details of the methodology can be found in previously published results
[52,54,55,44,53].

3.1. Flame Model

The great disparity between the length scale of a white dwarf (~10° cm) and the width of laminar
nuclear flame (<1 cm) necessitates the use of a model flame in simulations of thermonuclear
supernovae. Even simulations with adaptive mesh refinement cannot resolve the actual diffusive flame
front in a simulation of the event. The model we use propagates an artificially broadened flame front
with an advection-diffusion-reaction (ADR) scheme [56,57] that has been demonstrated to be
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acoustically quiet and produce a unique flame speed [55]. This scheme evolves a reaction progress
variable ¢, where ¢ = 0 indicates unburned fuel and ¢ = 1 indicates burned ash, with the
advection-reaction-diffusion equation

O+ Vo=V + R (). (1)

Here « is a constant and R(¢) a non-dimensional function, and both are tuned to propagate the reaction
front at the physical speed of the real flame [58,59] and to be just wide enough to be resolved in our
simulation. We use a modified version of the KPP reaction rate discussed by [57], in which R o
(¢ —¢e)(1 —¢+¢), where = 107°.

In simulating the deflagration phase, the flame front separates expanded burned material (the hot
ash) from denser unburned stellar material (cold fuel). The expansion and buoyancy of the burned
material forces the interface upward into the denser fuel, and the configuration is susceptible to the
Rayleigh-Taylor fluid instability [60,61]. It is necessary to enhance the flame speed in order to prevent
turbulence generated by the Raleigh-Taylor instability from destroying the artificially broadened flame
front. In the simulations discussed here, the enhancement is accomplished by the method suggested by
Khokhlov [56] in which we prevent the flame front speed, S, from falling below a threshold that is
scaled with the strength of the Raleigh-Taylor instability on the scale of the flame front (s o Vg#,
where ¢ is the local gravity and and ¢ is the width of the artificial flame, which is a few times the grid
resolution). This scaling of the flame speed prevents the Rayleigh-Taylor instability from effectively
pulling the flame apart and also mimics what is a real enhancement of the burning area that is
occurring due to structure in the flame surface on unresolved scales. It is expected that, for much of the
white dwarf deflagration, the flame is “self-regulated,” in which the small scale structure of the flame
surface is always sufficient to keep up with the large-scale buoyancy-driven motions of the burned
material. Thus the actual burning rate is determined by this action, which is resolved in our
simulations.

As seen in Figure 1, [55] and by [62], these techniques demonstrate a suitable level of convergence
for studies such as ours. This technique does makes it necessary to explicitly drop S to zero below a
density of 10" g cm ™, approximately where the real flame will be extinguished. This prescription
captures some effects of the Rayleigh-Taylor instability and maintains the integrity of the thickened
flame, but it does not completely describe the flame-turbulence interaction. Also, we neglect any
enhancement from background turbulence from convection prior to the birth of the flame. Future work
will include physically-motivated models for these effects [63].

Figure 1. Fraction of star burned during the
deflagration phase of a thermonuclear supernova
for four two-dimensional simulations at varying
resolutions. The initial conditions consisted of a
16 km ignition point started at a radius of 40 km
from the center of the star. The result of this
off-set ignition point is a single rising plume that
may subsequently trigger a detonation [41].
Shown are effective resolutions of 8, 4, 2, and
1 km, and the results demonstrate reasonable
convergence, especially during the early phases.
Adapted from Townsley et al. (2009).

The model also includes the nuclear energy release occurring at the flame front and in the dynamic
ash in NSE. We performed a detailed study of the nuclear processes occurring in a flame in the interior
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of a white dwarf and developed an efficient and accurate method for incorporating the results into
numerical simulations [54]. Tracking even tens of nuclear species is computationally prohibitive, and
many more than this are required to accurately calculate the physics such as electron captures rates
that are essential to studying rates of neutronization. We instead reproduce the energy release of the
nuclear reactions with a highly abstracted model based on tabulation of properties of the burned
material calculated in our study of the relevant nuclear processes.

The nuclear processing can be well approximated as a three stage process: initially carbon is
consumed, followed by oxygen, which creates a mixture of silicon-group and light elements that is in
nuclear statistical quasi-equilibrium (NSQE), finally the silicon-group nuclei are converted to
iron-group, reaching full NSE. In both of these equilibrium states, the capture and creation of light
elements (via photodisintegration) is balanced, so that energy release can continue by changing the
relative abundance of light (low nuclear binding energy) and heavy (high nuclear binding energy)
nuclides, an action that releases energy as buoyant burned material rises and expands. We track each
of these stages with separate progress variables and separate relaxation times derived from full nuclear
network calculations [54]. We define three progress variables representing consumption of carbon ¢c,
consumption of oxygen to material in NSQE, ¢nsoe, and conversion of silicon to iron group nuclides to
form true NSE material, ¢nse. The physical state of the fluid is tracked with the electron number per
baryon, Ye, the number of nuclei per baryon, Y;, and the average binding energy per baryon, ¢: the
minimum properties necessary to hydrodynamically evolve the fluid. Carbon consumption is coupled
directly to the flame progress variable, ¢c = ¢, from eq. (1) above, and the later flame stages follow
using simple relationships from more detailed calculations.

Burning and evolution of post-flame material change the nuclear binding energy, and we use the
binding energy of magnesium to approximate the intermediate burning products of carbon. The
method is finite differenced in such a way to ensure explicit conservation of energy. Weak processes
(e.g., electron capture) are included in the calculation of the energy input rate, as are neutrino losses,
which are calculated by convolving the NSE distribution with the weak interaction cross sections.
Tracking the conversion of silicon-group nuclides to the iron-group is important for studying the
effects of electron capture because the thresholds are lower for the iron-group nuclides. Both the NSE
state and the electron capture rates were calculated with a set of 443 nuclides including all which have
weak interaction cross sections given by [64]. This treatment of electron capture in the energy release
is the most realistic currently in use for thermonuclear supernovae. Electron capture feeds back on the
hydrodynamics in three ways: the NSE can shift to more tightly bound elements as the electron
fraction, Ye, changes, releasing some energy and changing the local temperature; also the reduction in
Ye lowers the Fermi energy, reducing the primary pressure support of this highly degenerate material
and having an impact on the buoyancy of the neutronized material; finally neutrinos are emitted (since
the star is transparent to them) so that some energy is lost from the system.

In addition to all of these effects during the deflagration phase of SNe la, the progress-
variable-based method has been extended to model the gross features of detonations [65,53]. Instead
of coupling the first burning stage, ¢c, representing carbon consumption, to the ADR flame front, we
instead can use the actual temperature-dependent rate for carbon burning, or possibly a more
appropriate effective rate. Doing so allows shock propagation to trigger burning and therefore create a
propagating detonation. This method has been used successfully by [66] in modern studies of the
DDT, and our multistage burning model shares many features with theirs (see also [67] and [68]). We
treat the later burning stages very similarly, though we have taken slightly more care to track the
intermediate stages and have nearly eliminated acoustic noise when coupling energy release to the
flame.

Results from a two-dimensional DDT simulation utilizing these capabilities are shown in Figure 2.
The three panels illustrate the early deflagration phase, the configuration just prior to ignition of the
first detonation, and the progress of the detonation. The blue contour marks the division between the
pre-explosion convective core, which has C/O/**Ne composition of 30/66/4% by mass, and an outer
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Figure 2. Images from a two-dimensional SNe Ia simulation from a neutronized-core
progenitor. The left panel shows the development of fluid instabilities during the early
deflagration phase, the center panel shows the configuration just prior to the first detonation, and
the right panel shows the configuration with two distinct detonations consuming the star. Shown
in color scale is the carbon-burning reaction progress variable which evolves from 0 to 1 and
contours of p = 10" g cm™ (green) and where the initial Xiz= 0.49 (blue). The latter, initially

inner, contour indicates the separation between the convective, low C-abundance, neutronized
core and the higher C surface layers. Note that the scale on the right panel is twice that of the
first two in order to accommodate the expansion of the star.

region with a composition of 50/48/2%. The contrast in C/O abundance reflects the stellar evolution of
the progenitor, during which the central regions are produced by convective core helium burning,
while the outer layers are produced by shell burning during the asymptotic giant branch phase [69].
The contrast in *Ne is due to production during the simmering phase.

3.2. Satistical Framework

We also developed a theoretical framework for the study of systematic effects in SNe Ia that will
utilize two-and three-dimensional simulations in the DDT paradigm [44]. This framework allows the
evaluation of the average dependence of the properties of SNe Ia on underlying parameters, such as
composition, by constructing a theoretical sample based on a probabilistic initial ignition condition.
Such sample-averaged dependencies are important for understanding how SN Ia models may explain
features of the observed sample, particularly samples generated by large dark energy surveys utilizing
SNe Ia as distance indicators.

The theoretical sample is constructed to represent statistical properties of the observed sample of
SNe Ia such as the mean inferred “°Ni yield and variance. Within the DDT paradigm, the variance in
*Ni yields can be explained by the development of fluid instabilities during the deflagration phase of
the explosion. By choice of the initial configuration of the flame, we may influence the growth of these
fluid instabilities resulting in varying amounts of *°Ni synthesized during the explosion. [44] found
that perturbing a spherical flame surface with radius (ro = 150 km) with spherical harmonic modes
(Y7™) between 12 <1< 16 with random amplitudes (A) normally distributed between 0—15 km and, for
3D, random phases (J) uniformly distributed between —t — m best characterized the mean inferred *°Ni
yield and sample variance from observations:
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With a suitable random-number generator, a sample population of progenitor WDs is constructed by
defining the initial flame surface for a particular progenitor.

4, Statistical properties of the smulations

For this contribution, we focus on the ensemble of simulations from the central density study. In this
study, the measure of the explosion is the yield of radioactive *°Ni, the decay of which powers the
light curve. In comparing a simulated explosion to astronomical observations, the results from
simulations must be considered at frequencies of light corresponding to the bands in which the
observations are made. We applied a simple relationship between the mass of *°Ni synthesized in the
explosion and the peak brightness in the V band. Thus the assumption for these models that the
amount of “°Ni synthesized in the explosion directly corresponds to the peak V-band brightness
[24,70,71].

In the study, we found considerable variation in the amount of synthesized *°Ni that we attribute to
differences in the evolution during the deflagration phase of the explosion. As described above, the
initial conditions for a realization were established stochastically. The deeply non-linear behavior of
the subsequent evolution the buoyant rising plumes results in considerable variation in the duration of
the deflagration phase, which is set by the time required for the first plume to rise to the DDT density.
During the deflagration, the star reacts to the subsonic burning and expands. When a plume reaches the
DDT threshold, the subsequent detonation very rapidly incinerates the expanded star (see Figure 2 for
an illustration). “°Ni is synthesized when stellar material burns at relatively high densities, so the
amount of expansion determines the mass of material that will burn to *°Ni. Thus the evolution during
the deflagration, particularly its duration, strongly influences the “°Ni yield. From this “noisy”
background we were able to find a trend of decreased *°Ni yield with increasing central density.

Figure 3 plots the mass of *°Ni as a function of central density, illustrating the trend and scatter in
our ensemble of simulations. Shown are the average among realizations, the standard deviation, and
the standard error. Note that the standard deviation of our sample is about as large as the limits of the
trend. Realizations 2, 4, and 8 in the figure exemplify the variation with progenitor central density,
specifically the non-monotonicity of the individual trends. While these three realizations show a
decreasing standard deviation with increasing central density, when considering the entire sample
population, the standard deviation remains approximately the same as a function of central density.
Table 1 provides the minima, mean, maxima, and standard deviations for *Ni and NSE masses at each
central density.

In order to obtain a statistically meaningful trend, we must first demonstrate that our sample size
characterizes the properties of the population. In Figure 4, we show that the standard deviation of the
*°Ni mass converges for all progenitor central densities with 15-20 realizations. Second, we must
perform a number of realizations (take enough samples) such that the standard error of the mean is
small enough to produce a statistically meaningful average trend. In the case that no trend exists, the
number or realizations provides a limit to the magnitude of the mean trend. The standard error of the
mean is computed to be the standard deviation divided by the square root of the number of samples.

We analyzed the trend of *°Ni mass with progenitor central density with 30 realizations. While not
shown graphically, the NSE mass does not vary significantly with central density. We evaluate an
upper limit to the trend to be a decrease of 0.006 solar masses of NSE per 10° g cm™ of central density.
That result translates to less than a 0.6% change in the NSE yield per 10° g cm™. From Figures 3 and
4, we conclude that a statistical approach is necessary to evaluate systematic trends in highly nonlinear
problems, such as SNe Ia.
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Figure 3. Relationship between mass of *°Ni
produced in a simulated event and central density
of the progenitor white dwarf when the
deflagration is ignited. The light purple is the
standard deviation, the dark purple is the standard
error of the mean, and the black line is the mean
trend. Also shown are the trends for three
different initial configurations as the central
density varies. These three configurations do not
match the statistical trend, nor are they
monotonic; from this we conclude that a
statistical study is important when considering a
highly nonlinear problem such as a SN Ia.
Adapted from Krueger et al. (2010) [48].

56
Table 1. Minima, means (1), maxima, and standard deviations (o) of Ni and
NSE masses from central density study. All masses are in units of M8.

pe (g/em’) 1.000E+9
min | 6.920E-1

o n| 9.105E-1
max | 1.052E+0

6| 9.638E-2

min | 7.969E-1

1.032E+0

NSE mai 1.187E+0
6| 1.039E-1

2.000E+9  3.000E+9 4.000E+9  5.000E+9
6.905E-1 5.657E-1 5.828E-1 5.304E-1
8.723E-1 8.035E-1 7.713E-1  7.255E-1
1.034E+0 9.813E-1 9.640E-1  9.288E-1
9.945E-2 1.109E-1 1.091E-1 1.078E-1
8.565E-1 7.783E-1 8.450E-1 8.197E-1
1.050E+0 1.028E+0 1.038E+0 1.026E+0
1.225E+0  1.216E+0  1.228E+0  1.231E+0
1.044E-1 1.149E-1 1.101E-1 1.082E-1

5. Conclusions

Figure 4. Convergence of the standard deviation of
the mass as the data °Ni sample size increases for
each of the five progenitor central densities. Each
“realization” constitutes a unique initial condition
configuration. Around 15-20 realizations achieve
approximately the final standard deviation. The
convergence of the standard deviation suggests that
a sufficient number of data points have been
included to compute a statistically correct mean.

Many studies have shown that small changes to the chosen initial conditions of a SNe Ia model result
in large changes to the outcome of the explosion due to the non-linear effect of fluid instabilities. Our
statistical framework relies on this property of multi-dimensional SNe la simulations to produce a
sample population representative of the observed population. However, for the first time, we have
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demonstrated that these small changes to the initial conditions can also influence systematic trends
with properties of the progenitor WD such as central density. The effect of varying central density
within a single realization does not characterize the entire sample population! In fact, each
realization’s outcome varies in a different way with changing central density as shown in Figure 3. It is
only when all realizations in the sample population are considered that a meaningful and statistically
significant trend emerges.

By varying the central density in a progenitor WD model, we also vary the density structure. The
speed of the laminar flame depends on the density of the fuel it consumes. In hindsight, it is not that
surprising that varying the fuel density of the initial flame results in non-linear behavior of the
resulting supernovae similar to the effect of varying the initial position of the flame surface. Therefore,
we must use a statistical ensemble of simulations to evaluate systematic trends in multi-dimensional
SNe Ia that are subject to fluid instabilities.

In future studies we plan to explore systematic effects due to varying the core carbon-tooxygen
(C/0O) ratio. The core C/O ratio is thought to vary with zero-age main sequence mass of the progenitor
WD, metallicity, and the mass of the companion star [72]. Because the laminar flame speed also
depends on the carbon abundance in the fuel, a statistical ensemble of simulations will be necessary to
evaluate this effect. It is not clear whether the results of [42] are characteristic of the observed sample
of SNe Ia because a statistical approach was not employed.
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Abstract. Core-collapse supernovae are worth simulating on leadership computing resources
because they are the origin of many elements, are interesting targets for expensive
observational programs, and provide valuable computational experience. The need to perform
implicit neutrino transport addressing up to six dimensions of phase space makes simulations
aimed at the explosion mechanism an exascale problem. The multiscale nature of the problem
in space and time can be addressed with adaptive mesh refinement and implicit evolution.
Several types of solvers—explicit and implicit, hyperbolic and possibly elliptic—must be
deployed with operator splitting to address the multiphysics nature of the problem. While we
have some ideas about how parallelism can be exploited, we look to applied mathematicians
and computer scientists to work with us and provide libraries that deploy capabilities needed by
our solvers on heterogeneous and communication-unfriendly computer architectures.

1. Why Simulate Super novae?

Among all the applications of pressing practical importance facing the nation and the world, why
should valuable leadership computing resources be spent on the simulation of supernovae? Practical
questions are not the only ones that matter to us. Perhaps even more important—in the sense of having
limited utility to anything else, and therefore having an intrinsic worth that answers to nothing
‘higher’—are answers to questions relating to our origins and place in the universe.

How the building blocks of our bodies and our environment, the chemical elements, came to be
formed and spread through the universe is one such question. As the saying goes, we are stardust:
many important elements, or nuclear species, are synthesized by the nuclear fusion that powers stars.
But it is not enough to synthesize the elements; these must also be dispersed if they are to be
incorporated into planets and people. For stars with masses between ~0.8 My (where My is the mass
of the Sun) and ~8 My, this dispersal is with a whimper as they puff their chemically-enriched
envelopes into the interstellar medium. This can result in very beautiful structures, known historically,
if semantically inaccurately, as planetary nebulae. In other cases the element dispersal can occur with a
bang—one that includes further element formation (or ‘nucleosynthesis’). Such an explosion is called
a ‘supernova,” which is shorthand for an ‘exceptionally bright new star.” The peak optical luminosity
of a supernova is comparable to that of its host galaxy containing billions of stars. SN 1987A is the
most recent nearby supernova; it went off in the Large Magellanic Cloud, a small satellite galaxy to
the Milky Way.

There are two basic physical scenarios that lead to supernovae. A thermonuclear supernova occurs
when a white dwarf (remnant of a star with mass M < 8 My) accretes too much mass from a binary
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companion. Three thermonuclear supernovae have occurred in our Galaxy in historical times. A core-
collapse supernova occurs when the core of a star with M = 8 My collapses at the end of several
burning stages, releasing gravitational energy. There have also been three core-collapse supernovae in
the Milky Way in historical times. Modern surveys confirm what the small-number statistics of our
own recent Galactic history suggest: thermonuclear and core-collapse supernovae occur with
comparable frequency.

On a slightly more practical level, but still within the realm of purely scientific interest, core-
collapse supernovae are interesting targets for observational programs in which large public
investments have been made. These include telescopes—both earthbound and spaceborne—that cover
various ranges of the electromagnetic spectrum. Astronomical observations investigate such aspects as
the launch of an explosion; neutron star mass, spin, magnetic field, and kick velocity; composition of
the ejecta; and explosion morphology. Even more exciting would be the detection of nontraditional
astronomical signals from a supernova in our galaxy. Neutrinos are ghostly particles that interact only
very weakly with ordinary matter; they are emitted in a certain type of nuclear decay, and from hot and
dense nuclear matter, including in copious amounts from core-collapse supernovae. Gravitational
waves are tiny ripples in spacetime radiated from violent events in which high-density matter moves at
close to the speed of light. Both of these types of signals are so weak that it takes truly heroic
experimental efforts to detect them. But that same weakness of interaction means that they escape their
sources comparatively easily, so that, unlike photons, they bring us observational information directly
from the heart of the supernova.

On an even more practical level, accomplishing core-collapse supernova simulations enlarges
community experience in addressing several computational challenges of interest in other applied
contexts. These include magnetohydrodynamics; reaction kinetics; particle transport; and treating all
these in a multidimensional, multiscale, and multiphysics system.

2. Why isthe Core-Collapse Supernova M echanism an Exascale Problem?

Stars spend most of their lives burning hydrogen to helium in their cores. Stars with masses greater
than 8 My continue to burn up to oxygen, neon, and magnesium, and those heavier than 10 M burn all
the way up to iron group elements near the top of the nuclear binding energy curve. In the absence of
core burning, electron degeneracy becomes the main source of pressure support. But once the
electrons become relativistic they have nothing more to give. This is the basic physics behind the
Chandrasekhar limit, and when the mass of the core exceeds it, dynamical collapse ensues.

The collapsing interior divides into an inner core, in sonic contact with itself, and an outer core
whose infall is supersonic. Collapse of the inner core halts when the nuclear equation of state stiffens
above nuclear density. But the outer core has not heard the news that collapse has halted. A shock
wave forms when supersonically infalling material slams into the inner core. The shock moves out,
heating the material through which it passes, and eventually will give rise to the optical emission we
know as a supernova once it travels thousands of kilometers to the optically thin outermost stellar
layers.

This does not happen right away, however. At around 150 or 200 km the shock stalls, due to a loss
of pressure support, and becomes a ‘stationary accretion shock.” This happens because of two
enervating consequences of the high temperature of the shock-heated material: iron-group nuclei that
fall through the shock are endothermically reduced to their constituent nucleons, and electron capture
results in neutrino emission. The mechanism of shock revival—that is to say, the explosion
mechanism—remains a subject of active investigation. But since the 1980s the delayed neutrino-
driven explosion mechanism has been a primary paradigm: beyond the so-called ‘gain radius,’ heating
by neutrino absorption outweighs cooling by electron capture, and on longer timescales (hundreds of
milliseconds) may re-energize the shock [1].

Determining the heating and cooling rates that affect the fate of the shock requires neutrino
transport. Deep inside the newly-born neutron star, where neutrinos are trapped and slowly diffuse
outwards, their distribution is nearly isotropic. As they begin to decouple in the semitransparent
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regime between the proto neutron star and the shock their angular distribution becomes more and more
strongly forward-peaked. This transition happens differently for different neutrino energies.
Ultimately, therefore, knowledge of the neutrino heating and cooling rates relies on knowledge of the
neutrino distribution functions: at every instant in time and at every point in space, we would like to
know how many neutrinos there are with a given energy moving in a given direction. This requires
implicit solution of the Boltzmann equation or something equivalent.

All three spatial dimensions are important in core-collapse supernovae. Convection and related
phenomena may occur in the proto neutron star, and there is convection in the region between the gain
radius and the shock. Rotation and magnetic fields may also come into play. Aside from convection,
rotation, and magnetic fields, it has been discovered in recent years that the stationary accretion shock
is unstable. This stationary accretion shock instability, or SASI, may be responsible for phenomena
previously attributed to rapid rotation of the progenitor star, including aspherical explosion
morphology, pulsar spin, and magnetic field generation [2,3,4].

The high dimensionality of phase space—which, again, in its full glory consists of three spatial
dimensions plus three momentum space dimensions—is, together with the need to perform implicit
neutrino transport, most of what makes this an exascale problem. (Evolving a nuclear reaction network
with many dozens of species at every spatial cell would also be overwhelming.) As an example,
consider a very simpleminded estimate of how easily the inversion of dense blocks arising from
momentum space coupling can exhaust exascale resources. Each dense block has N, rows and
columns, where N, = N,NeNygN,, is the number of momentum space bins arising from N, neutrino
species, Ng energy bins, and NsN, angle bins. Suppose the structure of the dense blocks can be
exploited in such a way that their inversion can be solved in order N,” operations rather than the Ny’
operations that would be required by LU decomposition. There is one dense block for each of N
spatial cells. Suppose this overall solve requires Nj; iterations for each of N; time steps. Then the total
number of required flops goes like

Nrrop ~ N; Niy Ny N2
The wall time is

Nrrop
Tyt = ——————,
ernorftrLoP

where the efficiency epop is the achieved fraction of the theoretical maximum FLOP rate Re op.
Plugging possible numbers, we arrive at the figure of merit

5 (N) (Nn) (M) (mer(RpLop)* erLop ) !
wall ~ 7 weeks | — | [ — ) | —= —E - ( ) .
106 20 108 10° 101851 0.05

We see that exascale resources can be exhausted for several weeks for a single simulation.

Management and analysis of supernova simulation output is expected represent its own set of
challenges on exascale machines. Long time integrations of large-scale, high-resolution simulations
describing physics on wide range of spatial and temporal scales result in massive amounts of data
being written to disk at frequent time intervals for analysis and restart. (Our current suite of high-
resolution MHD simulations has produced hundreds of terabytes of simulation data, and is already
posing challenges for post-simulation storage and data mining.) The additional physics required for a
credible supernova model (i.e., relativistic gravity, neutrino momentum space, and nuclear kinetics) is
expected to dramatically increase simulation data output. Our traditional (linear) operating mode of
simulation execution followed by data analysis will likely have to be revised. Much of the expensive
interaction between memory and disk may be reduced by carrying out basic visualization and analysis
while simulation data is in memory, but initial simulations will explore new territory in supernova
theory, and significant amounts of data is expected to be written and retained for post processing as
well.
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Given these overwhelming requirements, ways have been found by several groups (see for instance
[5,6,7,8,9,10] and references therein) to perform more tractable computations by reducing the
dimensionality of phase space in various ways. Given the different possible ways of reducing the
dimensionality of both space and momentum space, not to mention different physics implementations
and numerical methods, there has not been complete convergence of simulation outcomes over time.

The Oak Ridge/Florida Atlantic/North Carolina State collaboration, with which we are associated,
has two major projects. One of them, CHIMERA [5], has recently seen explosions in axisymmetry
with energy-dependent neutrino transport. A corresponding three-dimensional full multiphysics run
with this code has also been started. The other major project of our collaboration, GenASiS, is
ultimately aimed at addressing the full dimensionality of the neutrino transport problem, with
reasonable intermediate steps.

3. How Can the Multiscale Natur e of the Problem be Addressed?

Several things make a core-collapse supernova a multiscale problem. Perhaps the first and most
obvious is that gravitational collapse changes the length scale by roughly a factor of 100. There are
also critical surfaces that should be well resolved: the large density gradient at the proto neutron star
surface; the shock; and interfaces between regions of different compositions.

Then there is the matter of turbulent cascades to small scales, which can make a difference. Small-
scale turbulence may increase the dwell time of fluid elements in the ‘gain region,” increasing their
heating by neutrino emission. Moreover, the outcome of simulated magnetic field generation depends
strongly on resolution. In the case of the magneto-rotational instability this is because the linear
growth rate of unstable modes is inversely proportional to their wavelength. Another amplification
mechanism operates in simulations we have performed with GenASiS [4]: turbulence tangles and
stretches magnetic flux tubes until their thickness is comparable to the spatial resolution. Figure 1
shows slices through two 3D MHD simulations that differ by a factor of two in resolution; the
difference in the amount of yellow visually betrays the difference in magnetic field strength. The
dependence of average magnetic field strength on resolution is illustrated more quantitatively in
Figure 2, which shows the behavior expected of this simple geometric effect in 2D and 3D. These
simulations are still unresolved even at 1024’ on over 32,768 cores. (As an aside, we note that
GenASiS magnetohydrodynamics scaling has now been pushed to 1280° on 64,000 cores, as illustrated
in Figure 3.)

Figure 1. Magnetic field magnitude at t = 1500 ms for models with cell width Al = 2.34 km (left
panel) and Al = 1.17 km (right panel). The orientation of the plots is chosen so that the normal
vector of the slicing plane is parallel to the total angular momentum vector of the flow between
the PNS and the shock surface.
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Figure 2. Time-averaged rms magnetic field strength (Byn),
versus time-averaged magnetic rms scale (Arys), in the ‘saturated’
nonlinear stage. Results are shown (in blue) for the axisymmetric
2D models and (in black) for the 3D models. (The time-average
extends from t = 500 ms to the end of each model.) The dotted
blue and dashed black reference lines are proportional to (Arms)

and (Ame)’, respectively.
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Figure 3. Weak scaling behavior of GenASiS
magnetohydrodynamics.
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The existence of disparate spatial scales, coupled with the high cost per spatial cell, motivates more
efficient methods of crossing spatial scales than simply increasing unigrid resolution. Adaptive mesh
refinement (AMR) is one primary means. One possibility is block-structured AMR [11]. In the context
of explicit evolution this has the virtue of being able to deploy existing solvers on individual regular
cell blocks. There are also efficiencies associated with the use of a predictable basic structure. Another
possibility is cell-by-cell AMR with a fully-threaded tree [12]. This offers more fine-grained control
over cell division and placement, which is a virtue when the cost per spatial cell is very high. It is not
conceptualized around local explicit solvers, so that it might be more amenable to elliptic and implicit
solvers which often are needed in a multiphysics context. We are interested in cell-by-cell AMR for
GenASiS. Beyond AMR, we also would be interested in subgrid models of turbulence, and in
particular turbulent MHD.

Not being aware of a publicly available cell-by-cell refinement library, we undertook to develop
this capability on our own. We have found it heavy going for a small application science team, but
have made some progress. Figures 4 and 5 illustrate some of our initial efforts at cell-by-cell AMR
with GenASiS.

Figure 4. The mesh and its partitioning based on density gradient for a uniform-
density sphere; 3D view (upper left) and a 2D slice (upper right). Also shown are
the gravitational potential as computed with our multigrid Poisson solver (lower
left) and its error relative to the analytic solution (lower right).
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Figure 5. Two snapshots from a 2D shock tube problem illustrate the load rebalancing of
our cell-by-cell AMR in a hydrodynamics context. Both the mesh and its partitioning (left
panels) and density (right panels) are shown.

We have been discussing spatial scales, but it must also be pointed out that the core-collapse
supernova phenomenon is multiscale in time as well. This is handled by implicit evolution of neutrino
transport and nuclear reaction kinetics.

4. How Can the Multiphysics Nature of the Problem be Addr essed?

From the foregoing sketch of the supernova phenomenon we can see that ideally we would like
simulations to cover a wide range of physics, which can be grouped under three main headings: the
tangent bundle, the magnetofluid, and the neutrino distributions. The term ‘tangent bundle’ is a fancy
way of saying ‘spacetime plus momentum space.” Ideally we would like our representation of
spacetime to include all three space dimensions, with good resolution on a wide range of length and
time scales; we would like momentum space to include all three dimensions, with good resolution of
energies and angles; and ideally self-gravity should be treated with general relativity. The treatment of
magnetohydrodynamics must be able to handle shocks. It would be desirable to track nuclear
composition using a wide range of species. An equation of state for nuclear matter at finite
temperature in neutron-rich conditions is needed. Neutrino transport must be computed in diffusive,
decoupling, and free-streaming regimes. Neutrino interactions with all fluid components, and with
other neutrinos and antineutrinos, must be included. Neutrino flavor mixing should be included.
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Not surprisingly, these different physics pieces involve different types of equations, and
correspondingly different kinds of solvers.

In the case of gravity there are some options. If one stays with Newtonian gravity, which is not
completely realistic, there is a single linear elliptic equation for the gravitational potential. One can
stay with approximate relativity, which captures the enhanced nonlinear strength of relativistic gravity,
by solving a set of nonlinear elliptic equations for a reduced set of metric components describing the
curvature of spacetime [13]. The in-situ calculation of gravitational waves, however, requires full
relativity; the most common formulation these days is as a set of nonlinear first-order hyperbolic
equations with continuous solutions satisfying elliptic constraints [14,15]. If elliptic solvers are
deployed, multigrid-style approaches seem to be an attractive option. For GenASiS we have worked
on one such solver that uses a distributed FFT for the coarsest level and global sparse solves on the
finer levels, as illustrated in Figure 4. If only the hyperbolic equations of full relativity are solved a
number of methods can be used. High order solvers have been common because of the absence of
discontinuities in the gravity variables and the presence of numerical instabilities, but our initial work
on full general relativity in GenASiS has been only second order due to the expected availability of
only a single layer of ghost cells in our cell-by-cell AMR scheme.

A few different things are required by the magnetohydrodynamics. The main thing is a set of first-
order hyperbolic conservation laws—or technically, balance equations, since we have source terms
from interactions of the fluid with gravity and neutrinos. The solenoidal constraint on the magnetic
field must be respected, in addition to an algebraic constraint known as the equation of state (pressure
as a function of density, temperature, and composition). Determination of the equation of state for
finite temperature nuclear matter is a significant computational problem in and of itself. A reaction
network for time evolution of nuclear abundances is also needed. Many methods have been developed
to solve conservation laws. In GenASiS our initial choice is an explicit second-order finite-volume
‘central scheme’, combined with the ‘constrained transport’ technique to automatically enforce the
solenoidal constraint in the evolution of the magnetic field [16,17]. We have worked with tabulated
equations of state for nuclear matter. Local nuclear reaction networks (one for each spatial cell), which
must be implicit, have been deployed by our colleagues in CHIMERA but have not yet been put into
GenASiS.

For neutrino transport we have first-order hyperbolic integro-differential equations. In conservative
form these feature a spacetime divergence, a momentum space divergence, and source terms with
integrals over momentum space. Because of the wide range of time scales addressed by transport
solvers that range from near-equilibrium diffusive to semi-transparent to nearly free streaming
regimes, implicit evolution is a necessity. Past work in our group has used Newton-Raphson to address
the nonlinear aspect. Inside each Newton-Raphson iteration is a linear solve. As alluded to previously,
this involves dense blocks from momentum space couplings (arising from the integrals over
momentum space). It also involves nearest-neighbor spatial couplings, which can be conceptualized as
separate sparse matrices, one for every momentum space bin. Our initial strategy in GenASiS is to
obtain a large amount of parallelism by separately inverting the dense momentum space blocks and
sparse spatial matrices, and iterating these separate solves to fixed-point convergence.

5. How Can the Expected Featur es of an Exascale M achine be Utilitized?
Some expected features of exascale machines that have penetrated the consciousness of application
scientists like ourselves include distributed memory (at least partially), multicore nodes, and
heterogeneous processors (use of GPUs and so forth). The first two have been somewhat adapted to
using MPI and OpenMP, but our use of these may have to change significantly as communication
becomes increasingly expensive. The use of hardware accelerators such as GPUs is something of a
brave new world. Nevertheless our colleagues working on CHIMERA have begun experimenting with
harnessing GPUs in their implicit solves of nuclear reaction networks.

At some level, awareness of and responsibility for these issues has to percolate all the way up to the
application scientists. However we have to rely heavily on, and work together with, applied
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mathematicians and computer scientists to help us understand what might be possible and to build
libraries that can handle many of these issues in often-needed solvers and kernels. Can what is needed
be done at the exascale? Here is a list, with heavy emphasis on expected issues related to data non-
locality, of some needs of the several different physics solvers described above:

e Domain decomposition, level-by-level; empirical determination of workload per cell for load

balancing? (sparse point-to-point communication for prolongations and restrictions)

e Nearest-neighbor data for explicit hyperbolic equation updates (sparse point-to-point
communication overlapping with work)
Distributed FFT on 3D spatial domain (either parallel FFT, or transposes within slabs)
Distributed sparse solves over spatial domain (parallel solver libraries)
Fast inversion of dense blocks (local; use GPUs)
Fast local sparse spatial solves (local after transpose from space decomposition to momentum
space decomposition; use GPUs)
Residuals, time step determination, global sums (reductions)
Synchronized evolution of the entire domain in time

On this last point, we are aware that ‘synchronization’ is a bad word. If one were doing only explicit
solves it would be possible to contemplate allowance for asynchrony outside causality cones, but with
elliptic and especially implicit solves we have difficulty imagining any way around stepping the entire
system forward in time. As far as we can tell, any ‘out of order execution” will have to be confined to
the solves within a single time step.

As is already known from current experience (but can only be expected to get much worse),
collectives—transposes and reductions, in terms of the items on the foregoing list—are the biggest
challenge in terms of communication. It may be that non-blocking collectives could open up important
new possibilities for overlapping work and communication. To take a very simple example, time step
determination could be lagged one or two or a few steps, in order for evolution to continue a bit while
a reduction proceeds in the background. Another example particular to radiation transport treating the
full momentum space: exposure of an important opportunity for parallelism, namely separate local
inversions of a sparse spatial coupling matrix for each momentum space bin, depends on transposing
spatial decomposition into momentum space decompositions. Given non-blocking collectives, such a
transpose (via All-to-Alls) could occur in the background while the naturally local dense block
inversions are performed.
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Abstract. Using the newly developed petascale codes, MAESTRO and CASTRO, the Com-
putational Astrophysics Consortium is simulating the explosion of white dwarf stars as Type la
supernovae. Since the outcome is sensitive to where the nuclear runaway ignites, three sorts of
calculations are being carried out. In the frst, the presupernova convection of rotating and
non-rotating white dwarfs is followed for several hours (star time), using MAESTRO, in order
to determine just where the frst sparks ignite. The turbulent nuclear combustion of the
explosion is then followed using the compressible hydro code CASTRO in two other studies
that assume either central or off-center ignition. Current calculations are running on 4000 —
12000 CPU, but larger studies, on a greater number of CPU, will be required to increase the
Reynolds number of the ignition study and the fdelity of the turbulence in the explosion
studies.

1. Introduction

Type la supernovae (SN Ia) happen when a white dwarf in a binary star system accretes a critical
mass and explodes [3]. These are among the brightest explosions in the universe and, because they
always starts with the same critical mass, roughly the Chandrasekhar mass, 1.38 solar masses, SN Ia
light curves are usually very similar to one another. This makes them excellent “standard candles” for
cosmology. There is some diversity however, because not the same fraction of every star burns, and,
within that fraction, the composition may vary. Particularly important is the production of radioactive
*Ni, whose decay (6.1 d half ife) to **Co and *°Co to **Fe (77.1 d half ife) powers the emissions of the
supernova. Indeed, the observed diversity of SN Ia luminosities chiefy refects their variable *°Ni
production. About three-fourths of the iron in nature has been made as *°Ni in these sorts of
explosions.

The fraction of the white dwarf that burns depends upon where it is ignited and how fast it burns. If
it ignites in the center, then burning proceeds in a large solid angle and the star will become unbound,
even without a subsequent detonation. If it ignites off-center, then a buoyant burning bubble of hot
ashes foats off to one side, and only a small fraction of the star is consumed before the burning
reaches the surface and is quenched. Such a supernova would either not blow up at all or explode very
weakly unless there was a lot of burning after this initial breakout. This fast late time burning must
occur as a detonation wave, and the two-stage explosion where this happens is sometimes referred to
as a “delayed detonation supernova.” A displacement of ignition of only 10-20 km from the center of
a star with an initial radius of 1700 km suffices to separate the two classes of models [11]. The actual
physics of the detonation transition itself is still uncertain and is debated [6,4,9,2].
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2. Ignition

The convective phase of the SN Ia problem is characterized by highly subsonic fow. With a fully
compressible hydrodynamics algorithm, the time step would be dictated by the propagation of sound
waves, and evolving the system would require a large number of steps and lose accuracy. By f Itering
out the sound waves while still retaining the compressibility effects important to the f ow, the time step
is based instead on the fuid velocity itself, giving an enormous efficiency boost. This was the
motivation for the development of the low Mach number hydrodynamics code, MAESTRO [5]. With
MAESTRO, we performed the frst full-star, three-dimensional simulation of the fnal hours of
convection leading up to the ignition of the frst fame [10]. Subsequent calculations including rotation
(Figure 1) have demonstrated a sensitivity to stellar parameters that may translate into variations in the
supernova properties (see also [8]).

Figure 1. Calculation using MAESTRO of ignition in a rotating Chandrasekhar mass
white dwarf shown just seconds before the frst fame ignites. In this model, the ratio
of centrifugal force to gravity is 1.5% at the equator. The left frame shows radial
velocity iso-surfaces. Red indicates outward speeds of 12 (faint red) or 20 km s
(dark red); blue indicates inward speeds in the same range. The right frame also
shows radial velocities with red again indicating motion outwards and blue, inwards.
It additionally shows surfaces of constant nuclear energy generation rate (0.32, 1, 3.2,
10, and 32 x 10" erg g s") at a time close to the point of run away. Only the inner
1000 km are shown. This calculation required 0.6 M CPU hr on Jaguar at ORNL.
Zoning was 3843 which is good for the resources available, but not enough to give a
turbulent numerical Reynolds number or to well resolve the ignition radius.

As in past studies, we fnd that the convective f ow demonstrates spontaneous symmetry breaking.
An axis for the fow is arbitrarily established that is maintained for a few convective periods, then a
rapid migration occurs to another angle. Small amounts of rotation break this pattern. We performed a
number of simulations varying the resolution and rotation rate and found ignition radii ranging from
essentially central ignition to 85 km off center. This suggests that explosion calculations need to
consider both central and strongly off-center ignition.

These calculations are computationally demanding. The calculations using a 384° grid required
about 0.6 million CPU-hours on 1728 processors to evolve the system for a few hours, and at this
resolution, we were still not adequately resolving the turbulence that dominates the convective fow.
Our estimates suggest that a resolution of at least 1536 will be required both to resolve the inertial
range of turbulence and to give an accurate measure (more than a few zones) of the ignition
displacement. If uniformly gridded, achieving this higher resolution would increase the necessary
computational resources by 4* to about 150 M CPU-hours. Keeping work-per-processor constant, such
a calculation would run on ~110k processors—MAESTRO is capable of scaling to this regime [1].
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Recently however [5], adaptive mesh ref nement (AMR) has been added to MAESTRO, resulting in
an anticipated savings of about a factor of 6 for this problem and putting the needed resources at 25 M
CPU-hours. Even with this savings though, this is a petascale problem.

To date, our calculations end at the ignition of the frst fame. However, the ignition process itself
may continue, with ignition occurring at multiple points separated closely in time. At the point of the
frst ignition, the energy release is large enough that the low Mach number approximation breaks
down. Over the next year, we will explore ways around this, including modifying the behavior of the
reaction network at the point of ignition, adding a simple f ame model, and exploring the addition of
long-wavelength acoustic information. We have also begun the work necessary to transfer a model [1]
from MAESTRO to our compressible hydrodynamics code CASTRO. This can provide another
mechanism to explore the potential for subsequent ignition events as well as allow for an exploration
of the explosion dynamics with realistic ignition conditions.

3. Explosion
Once born, nuclear burning produces bubbles and sheets of hot ash embedded in cooler, denser fuel.
The ash foats, producing Rayleigh-Taylor and Kelvin-Helmholtz instabilities and, ultimately,
turbulence. These instabilities, which feed back on the fame sheet, folding and distorting it, govern
the rate at which the burning progresses, and, ultimately, the power and brightness of the supernova.
This turbulent nuclear combustion of the explosion was followed using the compressible hydro
code CASTRO. Both central and off-center ignition are considered (Figure 2). The initial
computational domain was 8,192 km in each dimension, but this was remapped to a larger domain as
star expanded. Initially, the base grids of the calculations were 512° with 4 levels of AMR and
ref nement ratios of 2. As the star expanded, the ref nement was allowed to decrease. The burning
front was modeled as a thick f ame and a carbon fraction between 0.1 and 0.4 indicated the location of
the fame surface. This and the density were two criteria for AMR ref nement. Active fame surface
was always tracked at the fnest resolution, less than 1 km at the beginning and 4 km at the end, thus
the number of fnest grids increases rapidly with fame propagation and stellar expansion. Ten species
were carried in the calculations, along with two-stage nuclear burning networks calculated both on the
fame surface and in the hot ash.

Figure 2. Two 3D simulations of SN Ia explosions using CASTRO. The left f gure is of
a centrally ignited defagration with 4 levels of AMR. Red color indicates the fame
surface. Initially matter within 100 km was set as hot ash with a perturbed surface. The
f gure shows the fame surface at a star time of 1 second when the f ame has extended to
2500 km away from the center. 0.65 solar masses of iron-group elements have been
synthesized. The right frame shows the results of a study of off-center ignition at a time
just before the collision of ejecta on the far side, and blue color indicates the star
surface. This run has a resolution of 5 km around the fame surface. Only about 0.08
solar masses of iron group elements were produced prior to the collision.
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Because of its larger solid angle the central ignition case was more costly. Our frst calculation ran
on 4096 to 8192 CPU on Franklin and 12288 CPU on Jaguar for about 1.9 MCPU hr. Even though we
dropped the fnest resolution to 2 km then to 4 km, the total number of cells exceeded 1.5 billion. At a
star time near 1.5 second, nuclear burning was essentially over and 0.70 solar masses of iron-group
elements and 0.1 solar masses of intermediate elements (Si, S, Ar, Ca) had been produced. The star
was exploding with a projected fnal kinetic energy of 8 x 10° erg. This energy and iron mass are
comparable to what was obtained in a previous study by the Munich group [7], but the synthesis of
intermediate mass elements here is much lower. Our calculation needs to be done with greater
resolution in order to reduce sensitivity to the fame model, but the Munich result for low density
burning may be questionable. A calculation that fully resolved the turbulent integral scale, about
10 km, during the critical late stages of the explosion would require about 40 MCPU hr and run on
125 k CPU.

The off-center case, on the other hand, sends up a burning vortex ring to one side whose ashes erupt
and roll around the star. We are looking to see whether a detonation will develop when a collision
occurs on the far side of the star, as has been suggested by the Chicago FLASH team. We have studied
this problem in 2D and 3D for two different choices of resolution, but are still in an exploratory phase
using only moderate resolution. Our 2D results agree with both Chicago and Munich in that only a
small amount of white dwarf expansion occurs during the initial rise of the bubble to the surface and
spread to the far side. A vigorous collision could ignite a detonation. Our 3D calculations, however
show more burning and a result that is very sensitive to just where the ignition occurs. For the small
ignition radius implied by the MAESTRO studies just discussed (~30 km), the collision on the far side
of the star may be weaker than Chicago has estimated. Typical burned masses before the collision
happens are 0.08 M(Q©, not enough to unbind the star, but enough to cause signif cant expansion.
However, we need to do our calculations at higher resolution and study a variety of ignition radii
before drawing strong conclusions here. Fortunately, given the computer resources, we can do that. A
def nitive study that resolved the turbulence during the def agration stage would take about 20 MCPU
hr on 80 k CPU.

Because the fame surface tracked at the fnest level occupies only a small fraction of the star, a
typical simulation of the pre-detonation phase here spans 1.3 seconds of star time and has used only
0.4 MCPU hr, i.e., fve times less than the central ignition study. Multiple time steps and AMR speed
up the study a lot. The resolution at the f ame early in the study was less than 1 km and was 5 km at
late times. We plan to increase the late time resolution by a factor of at least two in the near future and
to fnely resolve the collision of the ashes on the far side of the white dwarf.
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Abstract. This work studies the performance and scalability characteristics of “hybrid” parallel
programming and execution as applied to raycasting volume rendering—a staple visualization
algorithm—on a large, multi-core platform. Historically, the Message Passing Interface (MPI)
has become the de-facto standard for parallel programming and execution on modern parallel
systems. As the computing industry trends towards multi-core processors, with four- and
six-core chips common today and 128-core chips coming soon, we wish to better understand
how algorithmic and parallel programming choices impact performance and scalability on large,
distributed-memory multi-core systems. Our findings indicate that the hybrid-parallel
implementation, at levels of concurrency ranging from 1,728 to 216,000, performs better, uses a
smaller absolute memory footprint, and consumes less communication bandwidth than the

traditional, MPI-only implementation.

1. Introduction
It is well accepted that the future of parallel computing
involves chips that are comprised of many (smaller)
cores. With this trend towards more cores on a chip,
many in the HPC community have expressed concern
that parallel programming languages, models, and
execution frameworks that have worked well to-date on
single-core massively parallel systems may ‘“face
diminishing returns” as the number of computing cores
on a chip increase [1]. In this context, we explore the
performance and scalability of a