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Abstract. This paper presents recent results of simulations of subsurface and flow using both 
pore scale and grid-based continuum methods. Large scale simulations of pore scale flow and 
transport using the Smoothed Particle Hydrodynamic method (SPH) using more than 14 
million particles have been performed. These simulations are focused on tracking the behavior 
of contaminants and multiphase fluids in the subsurface. Simulations are also being performed 
at the field scale using the Subsurface Transport Over Multiple Phases code (STOMP) using a 
novel, highly-resolved synthetic model of a braided channel belt deposit to analyze the large 
scale transport of material in a deposit with multiscale heterogeneity. Both sets of simulations 
are being performed with codes that have been developed using component-based software 
engineering principles that result in highly modular codes with few dependencies between 
components. 

1. Introduction 
Groundwater simulations encompass a range of scales, ranging from atomic and molecular scale 
processes occurring at mineral interfaces to processes at the field scale that can cover tens to hundreds 
of kilometres. This project has focused on developing methodologies for applying large scale 
simulations at the pore and continuum scales, with the goal of eventually coupling across these scales 
using a hybrid simulation approach. The pore scale simulations are based on the Smoothed Particle 
Hydrodynamics method (SPH), which is a particle based approach to solving the hydrodynamic 
equations [1]. SPH has the advantage that it can easily be adapted to solving for flow in the 
topologically complex geometries found in porous media. It can also be modified to handle processes 
like multi-phase flow. The continuum simulations are based on the Subsurface Transport Over 
Multiple Phases code (STOMP) developed at Pacific Northwest National Laboratory for performing 
lab and field scale simulations of subsurface reactive flow and transport [2]. 

Both simulation codes are being developed using a component-based software engineering 
approach that is designed to keep the code modular and minimize dependencies between different 
components. This reduces the overall complexity of the code and simplifies incorporation of new 
libraries and algorithms. The component-based versions of these codes were originally developed 
using the Common Component Architecture toolkit (CCA) [3]. The CCA toolkit provides language 
interoperability [4] and runtime configuration capabilities that are useful in managing multiple 
components that may have originally been developed using different languages. It also enforces 
separate namespaces in a way that encourages developers to keep components highly encapsulated. 



 
 
 
 
 
 

This is critical for keeping components from developing significant dependencies via shared header 
files and modules. The communication in both codes is implemented using the Global Arrays toolkit 
(GA) [6]. The one-sided communication in GA supports a shared memory style programming model 
that dramatically simplifies much of the parallel portions of the two codes. 

2. Pore Scale Simulations using the Smoothed Particle Hydrodynamics Method 
Smoothed Particle Hydrodynamics is a Lagrangian method for solving the equations describing fluid 
flow. It is based on the idea that a smooth approximation AS to a continuum field A can be generated 
from a discrete sampling of the field in space Ai using the formula 
 

i
i

iS AWA )()(   rrr  

 
where W(r) is a normalized weighting function that is at least localized around zero and may be 
exactly zero outside some finite value of |r|. This equation can be used as the basis for developing 
approximations to the gradients and higher order derivatives of the continuum field and these, in turn, 
can be used to write approximate equations of motion for the field. Because the set of points ri at 
which the field is evaluated are carried through the system by local values of the velocity field, they 
behave like particles and many of the numerical techniques developed for particle simulations can be 
applied to fluid simulations using the SPH method. 

A parallel code based on a spatial decomposition algorithm has been developed as part of this 
project to simulate the behaviour of millions of particles in 2 and 3 dimensions. The code framework 
is built around a data manager that provides a mechanism for annotating large data objects in the code 
so that any component can determine whether it can use or modify a block of data. If a component 
recognizes a piece of data, it caches a pointer to the data during an initialization step. The data can 
then be accessed in the remainder of the code using conventional array dereferencing methods, so data 
access is fast. The advantage of annotating the data is that there is no need to explicitly pass data 
through argument lists or to share global variables. This simplifies the interfaces of components 
enormously and eliminates most of the dependencies that mean that a change to one component 
implies numerous changes to other components. A complete description of the framework is available 
in [7]. 

The current SPH framework contains 
several force components and a simple 
chemistry component that can be used to 
simulate transport of a non-reactive 
contaminant. A wiring diagram for a 
configuration of the SPH framework 
using the CCA toolkit is shown in 
Figure 1. 

The existing CCA-based framework is 
being used for a number of large scale 
calculations. Some preliminary 
calculations have been done in two 
dimensions on an experimental 
configuration being used to investigate 
multiphase flow in porous media. The 
experiment consists of a large array of 
cylinders between two flat plates. 
Preliminary numerical tests are in 
progress to determine if detailed simulations of this system using SPH are feasible. These tests are 
currently using about 14 million particles on 2048 processes. Plots of the cylinder array test 

Figure 1. Schematic diagram of SPH application built 
from components. 
 



 
 
 
 
 
 

configuration and the velocity field from an SPH simulation are shown in Figure 2. Additional 
simulations are planned using terms that account for the thin film nature of the flow. 

The SPH code has also been used to investigate multiphase flow in model porous media..A plot of 
a simulation of two-phase flow in a synthetic porous medium generated through a Monte Carlo 
algorithm is shown in Figure 3. A non-wetting fluid is entering the bottom of the figure and displacing 
a wetting fluid. The figure shows fingering of the invading fluid as it tries to displace the wetting fluid 
coating the solid surfaces.  

 

Figure 2. Graphic of 
simulation of a ½ scale 
experimental configuration of 
cylinders used to investigate 
two-phase flow in porous 
media. The solid material is 
shown in blue, the displacing 
fluid is in red.  
 

Figure 3. Simulation of invasion of a 
non-wetting fluid (blue) that is 
displacing a wetting fluid (not shown). 
The solid matrix representing the porous 
media is shown in transparent green. 
 

3. Darcy Scale Simulations using STOMP 
Continuum simulations based on Darcy scale models of flow and transport are used in most subsurface 
modelling applications. Because of their non-linearity, overall complexity, and tight coupling, these 
models still present great numerical challenges. Work has been underway to decompose the STOMP 
subsurface simulator into components using the CCA framework. Many of the strategies used in 
developing the SPH framework described above are also being employed for STOMP. The 
decomposition has been based on a data model that treats the numerical grid in STOMP as an 
unstructured grid. This approach was chosen to enable the future use of unstructured grids. The current  



 
 
 
 
 
 

STOMP code has been split into several 
components. The first is a grid component that 
initializes and maintains the grid geometry. 
The grid component can also add and delete 
fields to the grid and is responsible for 
updating the ghost cells of fields on the grid 
when requested to do so by other components. 
Most of the remaining physics and numerical 
routines are contained in a second large 
component, but this has been targeted for 
further decomposition. Additional components 
include the initial setup (import), mesh IO 
(output), and a data manager. The solver 
routines, chemistry, and time integration 
routines have also been identified as future 
targets for componentization. A schematic of 
the existing STOMP framework is shown in 
Figure 4. 

The component-based version of STOMP 
has been used for a number of large simulations. An example is a calculation of flow and transport in a 
synthetic braided channel belt deposit based on a model by Ritzi [8] that involved 39 million grid cells 
and was run using up to 4096 processors. A representation of the braided deposit is shown in Figure 5. 
The flow simulations derived from this geologic structure were subsequently analyzed using particle 
tracing methods to generate the visualization of the flow field seen in Figure 6. These analyses are 
being used to determine what procedures can be used to integrate out the fine scale structure from 
these systems so that larger regions can be simulated using coarser resolution meshes. These upscaling 
methods are crucial to developing simulation methodologies that can model the behaviour of large 
regions over hydrologically significant timescales. 

 

Figure 5. Synthetic model of a braided 
channel belt deposit following Ritzi [8]. 

Figure 6. Tracers following flow field using 
the Ritzi configuration shown in Figure 6. 

Figure 4. Schematic diagram of STOMP 
framework showing the main physics driver, grid 
component, mesh IO component, import 
component, and data manager. Additional 
potential components are denoted by green boxes. 
The interfaces defining components are shown by 
the blue (uses) and yellow (implements) boxes. 
 



 
 
 
 
 
 

4. Summary 
The present work has demonstrated that a component-based approach can be used to develop 
groundwater simulation codes that maintain high performance and can be used to solve a variety of 
challenging subsurface simulation problems. Further work will focus on systematic studies of flow at 
the pore scale to develop a detailed picture of the behaviour of two-phase flows in porous media. 
Simulations of reactive transport in porous media, focusing particularly on uranium transport, are also 
planned. Continued work on the STOMP code will focus on further decomposition of this code into 
additional components as well as including additional functionality into the STOMP framework. A 
primary focus will be to include a CO2 modelling capability that can be used for simulations of carbon 
sequestration in various geologic formations. 
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