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Centers for Enabling Technologies (CET) are interconnected multidisciplinary teams that are
coordinated with SciDAC Scientific Applications to address the Mathematical and Computing
Systems Software Environment elements of the SciDAC Scientific Computing Software
Infrastructure. This infrastructure envisions a comprehensive, integrated, scalable, and robust
high performance software environment, which overcomes difficult technical challenges to
quickly enable the effective use of terascale and petascale systems by SciDAC applications.
CETs address needs for: new algorithms which scale to parallel systems having hundreds of
thousands of processors; methodology for achieving portability and interoperability of complex
high performance scientific software packages; operating systems and runtime tools and support
for application execution performance and system management; and effective tools for feature
identification, data management and visualization of petabyte-scale scientific data sets. CETs also
address the Distributed Science Software Environment elements of the SciDAC program.

In order to foster broad availability and use of CET-developed code, all CET applications
specified the type of open source license to be used and the mechanisms, including web sites,
workshops, and other community-based activities, that will be used to disseminate information
about CET software.

The SciDAC Centers for Enabling Technologies will focus on:

Algorithms, methods, and libraries — Algorithms, methods and libraries that are fully
scalable to many thousands of processors with full performance portability
Program development environments and tools — Component-based, fully integrated,
terascale and petascale program development and tools, which scale effectively and
provide maximum utility and ease of use to developers and scientific end users
Operating system and runtime software and tools — Systems software that scales to
hundreds of thousands of processors, supports high performance application-level
communication, interoperability, optimization, and provides the highest levels of fault
tolerance, reliability, manageability, and ease of use for end users, tool developers and
system administrators
Visualization and data management systems — Scalable, intuitive systems fully supportive

http://www.usqcd.org
http://www.usqcd.org
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• Three forces (strong (quantum chromodynamics or QCD), weak, and 
electromagnetic), with coupling strengths:

• Six quark and six lepton masses

• Mixings among the quarks, the Cabibbo-Kobayashi-Maskawa matrix 
(2008 Nobel Prize), and (as of the last few years) among the leptons:

The Standard Model of Particle Physics

2

Where do these parameters come from?
Can we predict them with a more fundamental theory?
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• A mathematically consistent theory cannot be 
constructed from the currently observed particles.

• At least one additional, undiscovered particle is required.  Is it 
the ‘’Higgs” boson, or something more complicated? 

• How can gravity be incorporated?

• Why is there more than one generation of quark?

• What is the relation between the three forces?

• ...

The Standard Model is maddeningly successful.  It accounts for 
every particle physics experiment performed so far, sometimes to 
great precision (one part in a billion for the electron anomalous magnetic 
moment).
Why maddeningly?  It contains obvious gaps and puzzles!

The search for a more fundamental theory underlying the Standard 
Model is the central task of particle physics today.
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To to understand what physics lies 
“Beyond the Standard Model”, 

• Pin down the parameters of the 
Standard Model, so that they can be 
compared with Beyond the Standard 
Model theories.

• Heavy flavor factories at SLAC, KEK, and Cornell 
have poured out huge amounts of high precision 
data to pin down the CKM matrix elements.

• The “Intensity frontier”.

• Search for new particles and forces.

• Exhibit A:  the Higgs.  Proton colliders at Fermilab, 
and now at the LHC at CERN are extending the 
search for the Higgs to higher and higher energies.

• The “Energy frontier”.

4
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Lattice QCD calculations are essential to this program in two ways.

A, they are required to use QCD to extract 
quark properties from hadron properties.

March 17, 2005 CKM 2005 - Workshop on the Unitarity Triangle

b

4

“Most” of the time,  details of b quark wavefunction 
are unimportant - only averaged properties (i.e.       ) 
matter “Fermi motion”

Theorists love inclusive decays ...
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Decay:  short distance (calculable)
Hadronization:  long distance 
(nonperturbative) - but at leading order, 
long and short distances are cleanly 
separated and probability to hadronize is 
unity

... the basic theoretical tools are more than a decade old 

= {π, K, ...}

Tune Vub to get correct B➞πlν.

B, they are essential to prepare for possible new 
nonperturbative phenomena in coming experiments.

• Lattice gauge theory is the first general tool for 
nonperturbative quantum field theory.

• New BSM interactions are likely to be contain 
nonperturbative sectors.

• Of the interactions known to particle physics, only one (quantum 
electrodynamics) is known to be described by a perturbative theory.

Covered in this talk.

Covered in 
Julius Kuti’s talk.
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The USQCD Collaboration

6

To support the necessary lattice QCD calculations required by 
high energy and nuclear physics experimental programs, the 
USQCD Collaboration was established in 1999 to organize 
computing hardware and software infrastructure for US lattice 
gauge theory.

• Composed of almost all US lattice gauge theorists, 
about 150 people.

• SciDAC-2 grant, Incite grants at ALCF and Oak Ridge, 
commodity clusters for capacity computing at Fermilab 
and JLab.

• It organizes computing infrastructure only.

• Physics projects are done by much smaller physics collaborations within 
USQCD in the usual competitive and cantankerous way.
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Today’s talk

• The Standard Model and lattice QCD

• Current results in high energy physics

• Give an overview of USQCD’s activities

• The next ten years of the Standard Model and lattice 
QCD

7
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Quantum field theory
• Classical field theory (Einstein, 1905 EM, ’15 gravity).

• Particles move on simple paths through force fields such as the electric and 
magnetic fields.

• Dynamics of the EM field can be derived from a simple function of the fields, 
the “action”: A=1/4 (E2-B2).

• Fails at atomic distances.

• Quantum mechanics (1925, Heisenberg, Schrödinger, ...)

• At atomic distances, particle paths are spread out in a “wave function”.

• Wave function can be derived as the sum over all possible classical paths, 
with the proper mathematical weighting.

• Quantum electrodynamics (QED) (1946-9, Tomanaga, 
Schwinger, Feynman)

• At atomic and subatomic distances, EM field evolution is also spread out.  
Can be derived as sum over all classical field configurations with the 
weighting exp(i A).

8
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QED and QCD

•  QED may be solved as an perturbative expansion in the 
coupling constant α.  

• This has been carried out to 4th and 5th order for some quantities, 
yielding  predictions of amazing precision.

• α=1/137.035 999 679(94).

• In QCD, this procedure works for particle collisions at 
high energies, but the effective coupling “constant” αs is 
large in low energy scattering, and the perturbative 
method fails completely.

• Nonperturbative methods are needed.

9
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QCD is the theory of quarks and gluons.  Quarks and 
gluons cannot be directly observed because the forces of 
QCD are strongly interacting.
    Quarks are permanently confined inside hadrons, even 
though they behave as almost free particles at 
asymptotically high energies.
“Asymptotic freedom”, Gross, Politzer, and Wilczek, Nobel Prize, 2004.

March 17, 2005 CKM 2005 - Workshop on the Unitarity Triangle
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Luke

QCD

Lattice QCD is used to 
relate the observed 
properties of hadrons from 
the properties of their quark 
and gluon constituents.

E.g, 
B→πlν 
semileptonic 
decay
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Lattice quantum field theories
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Approximate the path integral of quantum 
field theory by defining the fields on a four 
dimensional space-time lattice.

Quarks (ψ) are defined on the sites
of the lattice, and gluons (Uµ) on the  
links.  Product of U matrices around a 
square is analogue of classical action.

Calculations are analytically continued to imaginary time tE=it.
Leads to the real weight factor exp(-A).  Can be treated as a probability. 
Monte Carlo methods are used to generate a representative ensemble 
of gauge fields.  
Relaxation methods are used to calculate the propagation of quarks 
through the gauge field.

Continuum quantum field theory is obtained in the zero lattice spacing 
limit.  This limit is computationally very expensive.
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The Dirac, or “Dslash”, operator

12

The fundamental operation that consumes the bulk of our cycles is 
the solution of the Dirac equation on the lattice.

The fundamental component of the Dirac operator is the discrete 
difference approximation to the first derivative of the quark field on 
the lattice.

Dµγµψ(x) ≡ 1
2

�
Uµ(x)γµψ(x + µ̂)− U†

µ(x− µ̂)γµψ(x− µ̂)
�

∂µψ(x)→ ∆µψ(x) ≈
1
2a

(ψ(x + µ̂a)− ψ(x− µ̂a)) +O(a2)

Quarks in QCD come in three colors and four spins.
The color covariant Dslash operator of lattice QCD is

U operates on color three-vector of the quark.

γ operates on spin four-vector.The bulk of the O(1022) flops 
used in current calculations 
are consumed in multiplying 
complex 3-vectors by 3x3 
complex matrices.
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Operationally, lattice QCD computations consist of 
1)  Sampling a representative set of gauge configurations with Monte Carlo methods, 

2)  Calculating the propagation of quarks through the gauge configurations, 

3)  Constructing hadron correlation functions from the quark propagators (smaller task).

The computational challenge of lattice QCD

E.g., the Metropolis method, the hybrid Monte Carlo algorithm, ...
Consists of one long Markov chain.  A capability task.

Solve the Dirac equation on each configuration with relaxation 
methods, e.g., biconjugate gradient algorithm, etc.  A capacity task.

Example gauge 
ensemble library.

CPU times normalized 
in BG/P core-hours.

Lattice Quark Gauge ensembles Analysis propagators, correlatorsAnalysis propagators, correlatorsAnalysis propagators, correlatorsAnalysis propagators, correlators

spacing  

a (fm)

mass 

ml/ms

Volume 

(sites)

Configu

rations

Core-

hours (M)

TB/

ensemble

Files/

ensemble

Core-

hours (M)

TB/

ensemble

Files/

ensemble

0.06 0.1 64^3*144 1000 32.36 10.9 1,000 32 696 155,000

0.15 56^3*144 1000 14.04 7.3 1,000 14 466 “

0.2 48^3*144 1000 6.74 4.6 1,000 7 294 “

0.4 48^3*144 1000 3.66 4.6 1,000 4 294 “

0.09 0.1 40^3*96 1000 3.43 1.8 1,000 3 113 155,000

0.15 28^3*96 1000 0.81 0.6 1,000 0.8 39 “

0.2 28^3*96 1000 0.62 0.6 1,000 0.6 39 “

0.4 28^3*96 1000 0.36 0.6 1,000 0.4 39 “

0.12 0.1 24^3*64 1000 0.38 0.3 1,000 0.4 16 155,000

0.15 20^3*64 1000 0.15 0.1 1,000 0.2 9 “

0.2 20^3*64 1000 0.12 0.1 1,000 0.1 9 “

0.4 20^3*64 1000 0.07 0.1 1,000 0.1 9 “
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Anatomy of a typical lattice calculation

14

Generate gauge configurations 
on a leadership facility or 
supercomputer center.
Tens of millions of BG/P core-
hours in a single job.

Transfer to labs for 
analysis on clusters.
Comparable CPU 
requirements.

TB file sizes

A single highly optimized program,
very long single tasks, 
moderate I/O and data storage.  
Needs high capability computing.

Large, heterogeneous analysis code base, 
10,000s of small, highly parallel tasks, 
heavy I/O and data storage.  
Needs high capacity computing.

Two comparably sized jobs with quite different hardware requirements.
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Results of the current generation of lattice 
QCD calculations: 
the strong coupling constant αs.

15

9. Quantum chromodynamics 25
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Figure 9.2: Left: Summary of measurements of αs(M2
Z), used as input for the

world average value; Right: Summary of measurements of αs as a function of the
respective energy scale Q. Both plots are taken from Ref. 172.
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Parametrizes the strength of the forces between quarks.

αs can be determined 
by comparing high 
energy scattering 
processes with 
perturbative series in 
αs.

Can also be 
determined with 
lattice QCD.
Results agree.
Lattice is most 
precise.

Particle data group
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Results: quark masses

16

Five years ago: δ ms ~ 10%.
Now, <2%!
Big progress!  (Required both more 
computing and better methods.)

news.sciencemag.org/sciencenow/2010/04/mass-of-the-common-quark-finally.html

quark mass 
(MeV)

charm 1095(11)

strange 85.5(1.4)

down 4.79(16)

up 2.01(14)
HPQCD
MILC
MS bar masses at scale 2 
GeV

2010

Light quark masses can only be determined with lattice QCD.
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Results: elements of the quark mixing (CKM) matrix

17

Motivation

2.4σ tension between lattice BK value and preferred value from CKM fit with
BK omitted: bBK = 0.725 ± 0.027 versus ( bBK)fit = 0.98 ± 0.10.

Sardinia, June 19, 2010 – p.47/47

Example: 

� ∝ 1

CPU
1

2+...

� ∝ 1

CPU
1

2+...
⇒ � ∝ 1

CPU
1

{6 or 7}

Vub ∝ ρ + iη

1

From
K-K bar
mixing

From
B-B bar
mixing

From
B→πlν Laiho, 2010
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BK
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BK

0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1 1.05

B̂K

HPQCD/UKQCD ’06
RBC/UKQCD ’07
ALV ’09
SBW ’09
RBC/UKQCD ’10
SBW ’10
ETM ’10 (2 flavor)

Sardinia, June 19, 2010 – p.31/47

The limit from K-K bar mixing is limiting by the kaon mixing 
parameter BK. (Roughly speaking, related to the probability of the 
quarks in a kaon being on top of each other).

In 2009, the most precise results were from
1) RBC, led by Norman Christ, Ephraim Gildor Professor at Columbia, and from
2) three post-docs:  Aubin, Laiho, and Van de Water.

Computing infrastructure developed by USQCD using SciDAC and other resources 
has leveled the playing field, allowing young people to compete with established 
groups on an equal footing.

BK

KK

u,c,t

u,c,t

WW

|εK | = CεκεBKA2η{−η1S0(xc)(1 − λ2/2)+η3S0(xc, xt)+η2S0(xt)A
2λ2(1 − ρ)}

where Cε is a collection of experimentally determined parameters, κε

represents long-distance corrections and a correction due to the fact that
φε "= 45 degrees, the ηiS0 are perturbative coefficients, the terms in blue are
CKM matrix elements in Wolfenstein parameterization.

Sardinia, June 19, 2010 – p.26/47

Laiho, 2010
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Uncertainty analysis

19

TABLE VIII: Total error budget for BK . Each source of uncertainty is discussed in Sec. V, and is

given as a percentage of BK .

uncertainty BK

statistics 1.2%

chiral & continuum extrapolation 1.9%

scale and quark mass uncertainties 0.8%

finite volume errors 0.6%

renormalization factor 3.4%

total 4.2%

factor (3.4%). The former uncertainty can be improved by the addition of statistics and the

use of more lattice spacings. The MILC collaboration has generated ensembles with a lattice

spacing of a ≈ 0.06 fm which we plan to analyze in the near future. The latter uncertainty

can be improved in several ways. The use of Landau gauge-fixed momentum-source prop-

agators will reduce the size of the statistical errors in ZBK
[65, 66], and may consequently

better constrain the extrapolation to the chiral limit. The use of non-exceptional kinematics

will reduce the contamination from chiral-symmetry breaking [53] and also provide an alter-

native nonperturbative renormalization scheme with independent truncation errors from the

standard RI/MOM scheme [67]. A calculation of the 2-loop continuum perturbation theory

formulae needed to match ZBK
in the RI/MOM scheme to ZBK

in the MS scheme would

allow for a better estimate of the perturbative truncation error of ZBK
in the RI/MOM

scheme. Nevertheless, our calculation of the matching factor ZBK
in mean-field improved

lattice perturbation theory provides a robust alternative to our nonperturbative determina-

tion in the RI/MOM scheme since the systematic uncertainties are uncorrelated between the

two methods. In particular, the difference between the two results allows for a more reliable

estimate of the matching error than from the RI/MOM scheme alone. This is important

because some errors, such as perturbative truncation errors, are difficult to estimate within

a single scheme. The error in BK from all sources except the renormalization error is only

2.5% because the use of domain-wall valence quarks and staggered sea quarks allows us to

control the remaining sources of uncertainty quite well. Thus, if the use of non-exceptional

53

Complete lattice calculations come with full uncertainty analysis.

Aubin, Laiho, and Van de Water

Each uncertainty is understood theoretically, 
and theory is compared with numerical data.

Correlation analysis
Chiral perturbation theory
Operator product expansion
Etc. ...
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The CKM matrix

20





Vud Vus Vub

fπ fK fB

K → πlν B → πlν
Vcd Vcs Vcb

fD fDs B → D∗lν
D → πlν D → Klν B → Dlν

Vtd Vts Vtb

< B|B > < Bs|Bs >





All of the elements of the CKM quark mixing matrix can be 
determined from experiment using lattice calculations and meson 
leptonic decays, semileptonic decays, and mixings.
For several, the lattice calculations are the only determinations.

In the Standard Model, this matrix is described by four 
parameters, and the matrix elements are all related.
Is this true in reality?
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Computational infrastructure 
enabling these calculations

• National program for community lattice gauge theory 
software funded by a SciDAC-2 grant.

• Capability computing delivered through an Incite grant to 
USQCD.

• Capacity computing delivered by Infiniband clusters at 
Fermilab and JLab funded by OHEP and ONP.

• The larger of the two hardware needs.

21

Core components of the computing program of US 
lattice gauge theory:
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Software

22

• Porting and optimizations for new platforms
• In 2008, USQCD was the only project with a multiyear program ready to 

run on the Argonne BG/P from the start.  Used ~1/3 of cycles in 2008, 
accomplished a three-year program of configuration generation in one 
year.

• Now undertaking serious programs getting ready for new platforms:

• GPUs (now!), Blue Waters (2011?), BG/Q (2012?).

• The QCD API and 
community libraries

• Lower entrance barriers to lattice 
QCD.

• Enable postdocs to run major 
projects without being part of major 
collaborations. Being 

added in 
SciDAC-2
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Capability hardware:
the QCDSP, QCDOC, the BG/L, BG/P, and beyond

• QCDSP, 1998 Gordon Bell Prize

• It and its successor, the QCDOC, designed by
Columbia team led by Christ.

• Used IBM design tools for computer optimized for lattice QCD, contributed 
design experience to design of the BG/L and BG/P.

• Columbia/Edinburgh/RBC team, working as IBM contractors, 
have designed the prefetching interface between the 
processor and L2 cache in a next generation HPC chip 
targeted to be in products in the 2011/2012 timeframe.

• QCD code was the first realistic application to run on the full chip 
simulator.

23

Impact of Lattice QCD on HPC

• Early QCDSP and QCDOC machines 
inspired IBM Blue Gene project.  

• Columbia/Edinburgh/RBRC team, working 
as IBM contractors, have designed the 
processor-memory interface in the Sequoia 
chip. QCD code was the first realistic 
application to run on the full chip simulator.

S

P. A. Boyle, et al., Overview of the QCDSP 
and QCDOC computers, IBM Research 
Journal, Vol 49, No. 2/3, 351 (2005).

Slide from Jan 2002 IBM presentation

Blue Gene/L Compute Card
QCDOC Daughter Card

QCDOC daughter card
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Page 6!

April 29, 2010!

Infiniband Cluster:!

7 racks of 32 nodes, 5 Tflops aggregate!

–! dual quad core Westmere 2.53 GHz!

–! 24 GB memory!

–! QDR Infiniband!

–! all racks configured as 32 nodes, no oversubscription!

–! all nodes capable of holding one GPU (future upgrade)!

GPU Cluster:!

!~50 nodes, 330 GPUs (NVIDIA Fermi)!

–! 16 quad GPU, QDR Infiniband!

–! 34 quad GPU!

–! 96 additional GPUs to go into the Infiniband cluster (above)!

same specs as above except all with 48 GB memory!

File Servers:    !

Additional 200-300 TB (planned for summer, as needed)!

Phase 2 Hardware!

Capacity hardware:
Commodity clusters at Fermilab and JLab

24

2010 infiniband cluster at JLab:
544 dual quadcore Intel 
Westmere nodes.

• Generate a long sequence of gauge configurations 

• Each lattice generated from the previous in a Markov chain.  One long 
computing job;  needs capability computing.

• Calculate many quark propagators independently on 
each gauge configuration.

• Over half of the cycles, but each job is 10-4 the size of the job that 
generated the gauge configurations;   needs high capacity computing.

Two large-scale computing jobs in lattice gauge theory:
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Capacity hardware: GPUs
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Page 6!

April 29, 2010!

Infiniband Cluster:!

7 racks of 32 nodes, 5 Tflops aggregate!

–! dual quad core Westmere 2.53 GHz!

–! 24 GB memory!

–! QDR Infiniband!

–! all racks configured as 32 nodes, no oversubscription!

–! all nodes capable of holding one GPU (future upgrade)!

GPU Cluster:!

!~50 nodes, 330 GPUs (NVIDIA Fermi)!

–! 16 quad GPU, QDR Infiniband!

–! 34 quad GPU!

–! 96 additional GPUs to go into the Infiniband cluster (above)!

same specs as above except all with 48 GB memory!

File Servers:    !

Additional 200-300 TB (planned for summer, as needed)!

Phase 2 Hardware!

The 2010 JLab cluster contains 115 nodes with 530 GPUs,  a 
mixture of cheaper gaming chips and higher quality chips such 
as the NVidia Fermi pictured.

Speedups of up to x10 have been achieved for a small fraction of our workload.
What fraction of new purchases should be allocated to GPUs?
The part of the workload that has been sped up becomes more valuable;
how much bigger a part of our allocated workload should it become?

Up to 32 GPUs have been made to work together on a single quark propagator.
Extending the application of GPUs to larger fractions of our program is now an 
important focus of the software committee.

GPU enabled nodes now supply a significant 
and growing part of our capacity resources.
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Coming capability hardware: Blue Waters

26

• >25,000 Power7 8-core nodes

• Acceptance test:  three codes will 
achieve > 1 petaflop delivered.  
These include USQCD’s MILC 
code for configuration generation.  
A MILC expert is now on 
sabbatical at NCSA to help.

IBM POWER7 processor node
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Beyond the petascale: 
exascale physics challenges

• precision

27

The current physics accomplishments of lattice QCD are making a crucial 
contributions to the experimental programs of nuclear and particle physics, but we are 
only scratching the surface of what experiment needs from theory.

� ∝ 1

CPU
1

2+...

� ∝ 1

CPU
1

2+...
⇒ � ∝ 1

CPU
1

{6 or 7}

1

Motivation

2.4σ tension between lattice BK value and preferred value from CKM fit with
BK omitted: bBK = 0.725 ± 0.027 versus ( bBK)fit = 0.98 ± 0.10.

Sardinia, June 19, 2010 – p.47/47

LHC-b aims to reduce the uncertainty in 
the ratio of B mixing and Bs mixing to 
0.1%, an order of magnitude better than 
today.  Need the same from lattice!  

A factor of 1,000 increase in CPU power will improve the accuracy of current 
calculations by a naive factor of 3.  Need both exascale computers and further 
improvement in methods to achieve the required factor of 10.

Precision improves as a slow function of CPU power.

statistics discretization, volume, ...
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• New quantities

• Processes with single, hadronically stable mesons are “Golden 

Quantities” of lattice QCD.

• Many simple-looking processes are now done poorly or not at all:

• Hadronic decays:  K→ππ, ...

• Hadron scattering

• Multi-nucleon systems

• ...

• Beyond the Standard Model

• Hundreds of candidates for new physics beyond the Standard Model 

exist, each as tough to do currently as QCD:

• E.G.,  SU(N) gauge theory with any N, any number of quarks,

• Non-QCD-like theories,

• ...

28
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Exascale computing challenges

• Beyond one-MPI-process/core

• weak scaling OK, but we will need strong scaling

• starting work on threads, has helped a little on the XT5

• Dealing with small mean time to failure and 
silent errors

• Most of our cycles are in quark propagator calculation.  A 
relaxation problem; can be made highly fault tolerant.

• A key component in configuration generation requires detailed 
balance;  not clear how to make compatible with silent errors.

29

Lattice QCD Paul Mackenzie

Figure 1: Weak scaling for the DWF (left panel) and HISQ (right panel) inverters on the Blue
Gene/P. In the DWF plot the number of lattice points per core is held fixed at 44, and in the HISQ
plot it is fixed at 84. The blue curve in each figure is a straight line drawn through the origin and
the benchmark point with the smallest number of cores.

cores of the Cray XT4, whereas those planned for 2012 and 2013 will run most effectively on
55,296 cores of the Cray XT5. Thus, all of the work planned for 2011 and 2012 will use 20% or
more of the machines on which jobs will be run, except the high temperature QCD project. We
expect this to continue to be the case in 2013 when new hardware is anticipated. Our jobs consist
of long streams in which each configuration evolves from the one before it. Minimum running
times range from one to two hours, but we would prefer to run jobs as long as possible consistent
with the mean time to failure of the computers, the load on them, and the queue limits.
Members of our collaboration have developed three publicly available code suites that conform to
the QCD API: Chroma, the Columbia Physics System (CPS) and MILC. We are using Chroma for
the anisotropic clover project, CPS for the two DWF projects, and MILC for the two HISQ projects
and the first year of the beyond the standard model work. The resource requests for each of the
calculations we propose to perform are listed in Tables [1-3]. In each case, the resources needed
to generate a single molecular dynamics time unit (Monte Carlo step) is known from a production
run already in progress with the desired parameters, or can be determined from a production run
at different parameters using the known scaling properties of our codes in lattice spacing, quark
masses and lattice volume. Our estimates of the number of time units needed to reach our physics
objectives are based on past experience. They vary significantly from calculation to calculation.
Our resource requests by year at each leadership class computing facility is shown in Table 4.

Year BlueGene/P Cray XT4/XT5
2011 100M 60M
2012 100M 70M
2013 621M 335M

Table 4: The resource request in millions of core-hours for the BlueGene/P and Cray XT4/XT5 in
each of the three years of this project.

iii. Parallel Performance:
In performing lattice QCD calculations one divides the lattice into a set of identical sub-lattices,
and assigns one sub-lattice to each core (or one to each group of cores that execute threaded code).
The number of lattice points on a core is often referred to as the local volume. In most cases

3
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Conclusion

• Lattice QCD simulations have become an essential 
component of the high energy (and nuclear) physics 
programs, but we are only scratching the surface of 
what needs to be done.

• Exascale computing and continued dramatic advances 
in methods are required in order to accomplish the 
needs that we can clearly see in front of us.

• The work of the QCD SciDAC project has been 
essential in effectively using current machines such as 
the BG/P and the XT5, and will continue to be 
necessary in getting ready for the BG/Q, Blue Waters, 
and machines further in the future.

30
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